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Abstract— In the current scenario, Cloud computing carved itself as an emerging technology which enables the organization to 

utilize hardware, software and applications without any upfront cost over the internet. A very efficient computing environment 

is provided by cloud computing where the customers or several tenants are in need of multiple resources to be provided as a 

service over the internet. The challenge before the cloud service provider is, how efficiently and effectively the underlying 

computing resources like virtual machines, network, storage units, and bandwidth etc. should be managed so that no computing 

device is in under-utilization or over-utilization state in a dynamic environment. A good task scheduling technique is always 

required for the dynamic allocation of the task to avoid such a situation. A Particle Swarm Optimization (PSO) package is 

integrated in our simulator so as to achieve an effective result where PSO will randomly find the suitable Physical host in 

heterogeneous environment so as to transfer the load. 

Through this paper we are going to present the new Algorithm based on task scheduling technique, which will distribute the 

load effectively among the virtual machine so that the overall cost should be minimal. A comparison of this proposed 

Algorithm is performed on our simulator which shows that, this will outperform the existing techniques like EFT. 
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I.  INTRODUCTION  

 

Cloud computing has become an influential architecture to 

perform large-scale and complex computing. It facilitates 

convenient on-demand network access to a shared pool of 

configurable computing resources. These resources are 

rapidly provisioned and released with minimal management 

effort or service provider interaction. Flexibility and 

scalability are the most critical properties of cloud 

environments, which make it a highly complex and large 

distributed environment. Moreover, cloud computing 

provides facilities for processing massive amounts of data. 

As millions of users submit their computing tasks to the 

cloud system, task scheduling mechanism forms a vital role 

in cloud computing environments. 

 

Cloud computing at the present is an open research field 

which has not been explored much. Cloud computing is a 

comprehensive solution that delivers IT as a service. It is an 

internet based computing solution where resources are 

shared. Cloud computing provides computation, software 

applications, data access, data management and storage 

resources without requiring cloud users to know the location 

and other details of the computing infrastructure. End users 

access cloud based applications through a web browser or a 

light weight desktop or mobile app while the business 

software and data are stored on servers at a remote location. 

Cloud application providers strive to give the same or better 

service and performance than if the software programs were. 

 

Task scheduling refers to a set of techniques for assigning a 

group of tasks to the available virtual machines (VMs). The 

main challenge of the task scheduling mechanism is to 

increase resource utilization without affecting the quality of 

services. Task scheduling algorithms are categorized into 

deterministic and metaheuristics algorithms. Deterministic 

scheduling algorithms include traditional algorithms such as 

First Come First Served (FCFS) [1], Round Robin (RR) [2], 

Shortest Job First (SJF) [3] and Load Balance over Slow 

Resources (LBSR) [4]. These algorithms are the basic 

algorithms for scheduling various tasks. However, they 

usually cannot find the optimal solution in a reasonable time, 

especially when the problem complexity increases. 

Metaheuristics algorithms include Hill Climbing (HC) [5], 

Simulated Annealing (SA) [6], Tabu Search (TS) [7], Ant 

Colony Optimization (ACO), Cuckoo Search (CS) and 

Particle Swarm Optimization (PSO). These algorithms are 

based on swarm intelligence, and they are used to find an 

approximated solution. This could be useful when the exact 

solution is too costly to obtain using deterministic 

algorithms. PSO algorithm is one of the most popular 

algorithms that are used to solve optimization problems in 

task scheduling processes. However, scheduling a large 

number of tasks using PSO algorithm can reduce the system 
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performance. Moreover, most of the algorithms that are 

based on PSO either is based on modifying the PSO 

algorithm or based on working with the PSO (hybrid) 

produced results to schedule a limited number of tasks. 

 

In this thesis, an enhanced scheduling algorithm is proposed. 

The algorithm is based on the PSO algorithm and aims at 

scheduling a large number of tasks without affecting the 

system performance. The proposed algorithm divides the 

submitted tasks into a number of batches in a balanced and 

dynamic way. It considers two parameters which are the 

number of tasks and the total length of tasks per each batch. 

Then, it allocates a sub-optimal solution for each batch. 

Finally, sub-optimal solutions are appended to find the final 

allocation plan. 

 

1.2 Scheduling in Cloud Computing 

Task scheduling is a procedure used to allocate incoming 

tasks to the available resources. The main goal of tasks 

scheduling algorithms is to maximize the resources 

utilization without affecting the service parameters of the 

cloud. The basic scheduling process consists of three 

processes which are done in the cloud environment. The first 

process is the information providing process, in which the 

task scheduler collects task information and resources 

information from the task manager and the resource 

manager. The second process is a selection process, in which 

the target resource is selected based on specific parameters of 

the resource and the task. These parameters include task size, 

task priority, reliability factor, activity-based cost, and 

dynamic slotted length of the tasks. Then, the task scheduler 

sends the task allocation plan to the resource manager. The 

task distribution is the final process. In this process, the task 

manager allocates each task to the appropriate resources. 

 

As expected, scheduling a large number of tasks causes 

computing efficiency degradation. That leads to long 

makespan, long wait times, and increased costs. Therefore, 

the problem of optimal allocation of a large number of tasks 

to the available VMs is a great challenge. Scheduling in 

cloud computing is considered as a problem with a large 

solution space. Thus, it takes a long time to find an optimal 

solution. Deterministic scheduling algorithms are much 

easier and faster to implement because they are all designed 

based on one or a few rules for managing and arranging the 

tasks. However, these algorithms cannot find the optimal 

solution in a reasonable time, especially when the problem 

becomes complex or the number of tasks is too large. In 

contrast, metaheuristics-based techniques have been proved 

to achieve near-optimal solutions within a reasonable time 

for such problems. 

 

Metaheuristics-based algorithms generally provide better 

results than deterministic algorithms in terms of quality [16]. 

Therefore, metaheuristics have great popularity due to its 

efficiency and effectiveness. Metaheuristics task scheduling 

algorithm has two types namely; single solution-based 

metaheuristics, and population-based metaheuristics. Single 

solution algorithms focus on modifying and improving a 

single candidate solution such as HC, SA, and TS. On the 

other hand, population-based algorithms maintain multiple 

candidate solutions. Therefore, these algorithms use 

population characteristics to guide the search. Metaheuristics 

generally are slower than deterministic algorithms. That is 

why the recent trend in some research areas tries to pre-

process the input data to accelerate the execution time of 

metaheuristics algorithms. Recent research that works on 

metaheuristics algorithms usually focuses on three main 

goals: modifying the fitness function, modifying the 

operators, and hybrid metaheuristics. Research aiming at 

adjusting the fitness function [8] is based on redesigning or 

adding the fitness function to fit better with the cloud 

environment. Whereas, modifying the operators usually 

involves redesigning or adding the transition operators 

inspired by other scheduling algorithms. Finally, research 

that considers hybrid metaheuristics aims at using different 

scheduling algorithms to enhance the performance of the 

original algorithm [9]. 

 

Giving the fact that PSO is an evolutionary computational 

technique motivated by the social behavior of the particles; 

the PSO algorithm does not require any gradient information 

of the optimization function. Moreover, it only utilizes 

primitive mathematical operators and few parameters. In 

PSO, each member of the population is called a particle, and 

the population is called a swarm. Starting with a randomly 

initialized population and moving in randomly chosen 

directions, each particle goes through the searching space 

and remembers the best previous positions of itself and its 

neighbors. Finally, all particles tend to fly towards better 

positions over the searching process until the swarm moves 

close to an optimum position. PSO algorithm suffers from 

partial optimism, which degrades the regulation of its speed 

and direction. When the PSO search space expands, the 

chance of finding an improved optimal solution becomes 

harder [10]. 

 

A Cloud provider first constructs a computing system called 

cloud. In this we have several virtual machines 

interconnected and the provider processes the task of the 

users. ―Cloud computing is not a well behaved model for 

providing wanted, user- required, flexible access to a shared 

pool of configurable computing resources that can be quickly 

provided and released with low care effort or service are 

going to study the divisible task scheduling of high 

performance computing algorithms‖ [18]. Cloud computing 

environment where multiple virtual machines (VMs) can 

share physical resources (CPU, memory, and bandwidth) on 

a single physical host and multiple VMs can share the 

bandwidth of a data center by using network virtualization. 
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Because many users and applications essentially share 

system resources, a proper task-scheduling scheme is 

difficult to resource utilization and system performance. 

Figure 1.2 below shows the position of virtual machines and 

load balancer that balances the load among multiple VM‘s 

and other resources.  Many system parameters, such as 

processor power, memory space, and network bandwidth, 

affect the efficiency of task scheduling. 

 

II. REVIEW OF LITERATURE 

 

2.3 Task Scheduling Approaches 

There are different scheduling algorithms available for cloud 

computing. In this paper we will discuss about five 

scheduling algorithms they are First Come First Serve 

(FCFS), Round Robin (RR), Genetic algorithm, Match-

making algorithm and generalized priority algorithm.  

 

A. First come first serve (FCFS) Algorithm. 

B. Round Robin (RR) Algorithm. 

C. Genetic Algorithm. 

 

D. Particle Swarm Optimization: PSO consists of a swarm 

of particles; each of which represents a solution of the 

problem. In this work, the particles are represented as a set of 

VMs that are allocated for the tasks. Every particle in the 

swarm behavior has two main characters: a position x that 

notates the suggested location and a velocity v that means the 

speed of moving. The best solution for one p article is called 

the best personal experience (pbest), while the best solution 

among all particles in the population is called the best group 

experience (gbest) solution. The position of a particle at any 

instant in time is influenced by its personal best position 

(pbest) and the position of the other best particles in the 

global problem space (gbest). In more detail, PSO uses 

adaptive movement, which shifts a particle's position in each 

iteration. The way in which PSO updates particle xi at 

generation t is shown in equation 1. 

 

(Kennedy and Eberhart [25]): 

xi (t) = xi (t − 1) + vi (t).................................. (1) 

where: xi (t) is the current position of particle i at iteration t. 

xi (t-1) is the position of particle i at iteration t-1. 

vi (t) is the velocity of particle i at iteration t . 

 

The velocity of particle i at time t is given in equation 2 

(Kennedy and Eberhart [12]): 

vi (t) = w × vi (t − 1) + r1×C1 × (pbesti − xi) + r2×C2 × 

(gbesti – xi (t))......................................................(2) 

 

In equation 2, w is used to control the movement of the 

particle and improve the convergence of PSO. The numbers 

r1 and r2 are used to provide randomness in the movement of 

particles inside the swarm in the range of [0-1] to control the 

movement of the particles in the search space. Both C1 and 

C2 are positive constants, which are specific parameters to 

control the effect of the personal and global best particles. 

Their values are set to fixed equal values because the particle 

is influenced by its own best position (pbest) and the best 

position of its neighbors (gbest) [11]. 

 

Particle swarm optimization (PSO) is a unique technique of 

an artificial intelligence in order to solve optimization 

problems which are complex in nature. This technique is 

basically inspired by the social animal's collective behavior 

such as bird flocks. Therefore, way to gather the information 

of load of every node and way to use measurement of PSO 

and local agent's evaluation to schedule resource is the main 

aim in clouding system. In order to tackle above problems we 

have integrated Particle Swarm Optimization (PSO) package 

in our environment where PSO will find the VM according to 

suitability on the random basis so as to transfer the load. It is 

a basic method that gives to solve an optimized problem by 

repeating trying to enhance a solution. PSO solves an issue 

by having different number of solutions, which are also 

called as particles and movement these particles around in the 

search-space according to simple mathematical formulae 

over the particle's position as well as velocity. The movement 

of each particle is known through its local best known 

position and is  also known as to find the best known 

positions in the search-  space, these are updated on basis of 

better positions and then they are located by other particles. It 

is expected to give the best particle known as swarm toward 

the best solutions. The figure 1.1 below shows the concept of 

pbest and gbest in PSO. 

 

 
Figure 1.1: Pbest and Gbest in PSO. 

 

PSO Variants in Task Scheduling: Zhan et al [12] has 

proposed an algorithm, hybridisation of Particle Swarm 

Optimisation and Simulated Annealing. In this algorithm SA 

is used to optimise the particle by the jumping ability of SA. 

The better swarm is obtained by the fast searching ability of 

PSO.Outcomes of this algorithm shows that the combined 

effect of SA and PSO reduces the average operation time of 

the tasks and increases the utilisation ratio of resources. Ali 

et al. [13] has proposed an algorithm Dynamic adaptive 

Particle swarm optimisation (DAPSO) to solve the PSO 

affinity problem that helps in fast convergence. The 
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drawback of DAPSO, the inertia weight once decreased 

cannot be increased to search new regions and not able to 

recover its exploration mode. To defeat this he additionally 

proposed MDAPSO a combination of DAPSO and Cuckoo 

search (CS) algorithms that performs better than the original 

PSO and provides better execution regard to makespan and 

resource usage. MDAPSO obtains a balance between local 

and global exploration and reaches an optimum solution. 

Rana et al. [14] stated that PSO provides optimised results in 

terms of execution, accuracy and efficiency when compared 

to other evolutionary algorithms like GA, ACO and SA. The 

review of this paper provides better clustering results that 

helps in better predictions and analysis of data. 

 

Uma et al. [15] has proposed a hybrid approach of GA and 

PSO algorithm .In this approach they introduced a inertia 

weight that was dynamically changed in PSO that balance 

the global and local exploration and provides fast 

convergence Awad et al[16] has proposed a Load Balancing 

Mutation(balancing) Particle Swarm Optimisation. They 

presented an algorithm to improve the reliability and the task 

that was failed to allocate was rescheduled to the available 

resources. Bansal et al. [17] analysed the inertia weight based 

on three criteria and stated that chaotic inertia weight is the 

best to obtain better precise in PSO. Zhang et al. [18] stated 

that a heuristics approach based on particle swarm 

optimisation can give better schedule for large scale 

optimisation problems than genetic schedule Priyadharshini 

et al. [19] proposed an algorithm based on Parallel Bee 

Colony Optimisation Partcle Swarm Optimisation 

(PBCOPSO). 

 

In hybrid Parallel approach, parallel execution of BCO and 

PSO provides optimised makespan and better utilisation of 

resources. PBCOPSO showed an improved resource 

utilisation when compared to Min –Min algorithm by 

5.0383% and Improved BCO by 3.7243%. Abdi et al. [20] 

stated that uncertainty reduces the possibility of algorithm to 

convert to best solution and they have generated the initial 

population randomly by considering the shortest job to 

fastest processor algorithms (SJFP) .By merging SJFP in 

standard PSO, the results of this algorithm reduces the 

makespan compared to PSO and GA. Wang et al. [21] has 

proposed a self adaptive learning based PSO 

(SLPSO).SLPSO uses four searching strategies that improves 

the universality of PSO Variants. 

 

Pooranian et al [22] has proposed an algorithm for grid 

environment. They combined PSO and gravitational 

emulation search (PSO- GELS) to solve task scheduling 

problem. The position vector values are changed from 

continuous to discrete by rounding the real values. Chaotic 

activity is used to schedule the tasks. Since PSO cannot 

search locally, by Combining GELS algorithm the hybrid 

algorithm avoids local optima. SO-GELS algorithm reduces 

the makespan by 29.2% compared with Simulated Annealing 

algorithm. 

 

Sivanandam et al [23] stated that a hybrid heuristic mode 

combining Particle Swarm Optimisation with Simulated 

Annealing and dynamically reducing inertia value that gives 

near optimal solutions compared to fixed inertia. Izhakian et 

al [24] proposed a Discrete Particle Swarm Optimisation 

(DPSO) algorithm that provides feasible solutions to reduce 

makespan and flow time simultaneously. Job allocation is 

represented by a 2D matrix. Assumptions made are jobs are 

independent and premption not allowed. Results obtained 

show that performance of DPSO is better than fuzzy PSO. 

 

Zuo et al [25] introduced four modified velocity updating 

strategies to improve the global search ability and robustness. 

The first strategy updates the velocity based on different 

particle‘s information .The second strategy helps in quick 

convergence by learning the global information. The third 

strategy is for all dimensions they select the particle's pbest. 

The fourth strategy randomly selects the particle's pbest so 

that the algorithm searches a smaller region to reduce the 

complexity. They proposed a Self -adaptive learning of PSO 

(SLPSO), a task represented by particle's dimension 

(position).The task that has higher priority (position with 

larger value) is assigned in the scheduling process first. 

Compared with standard PSO experimental results show that 

SLPSO provides a better schedule in reduced time for large 

problem size. 

 

III. PROPOSED METHODOLOGY 

 

Users access cloud computing using networked client 

devices, such as desktop computers, laptops, tablets and 

Smartphone. Some of these devices - cloud clients - rely on 

cloud computing for all or a majority of their applications so 

as to be essentially useless without it. Examples are thin 

clients and the browser based Chrome book. Many cloud 

applications do not require specific software on the client and 

instead use a web browser to interact with the cloud 

application. A client can send a request to the server asking 

for any resource at any point of time. Allocation and 

scheduling of the resources in an efficient manner is one of 

the challenges in cloud computing. The scheduling algorithm 

chosen for the project is Best Resource Selection (BRS) 

algorithm. In BRS, work schedule tasks on resources based 

on the earliest finish time. The resources are selected based 

on the performance.  In general cases mostly the resource 

scheduling is done but not the optimization of those 

resources. By applying the optimization of scheduled 

resources it is found that the cost can be reduced 

significantly. In the proposed method the resources are 

scheduled are optimized by using the PSO technique. 

The task scheduling is done by the server using the Best 

Resource Selection Algorithm or Earliest Finish Time. After 
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the completion of this scheduling particle Swarm 

Optimization technique is applied on resources of scheduled 

tasks. The price calculation system depends on the 

environmental utilization and the time required by the task 

for its execution in the server. The price calculation system 

uses the defined amount of cost for each VM types defined 

by the server. Different types of defined VM types have 

different costs these costs are defined by the size of memory 

allocated to the defined VM types. Once the task completes 

its execution the cost of the task is calculated depending 

upon the VM type requested by the task and the amount of 

time it spent in the server for execution. 

 

3.2 Proposed Algorithm 

The scheduling algorithm is as follows: 

ProposedSchedulingPSO (TaskList, VMs) 

   Initialize the RAM size, processing elements and disk 

space as defined.   

repeat   

Set the node T as the request from the 

ready queue   

allocate the resources of T by deducting 

from the maximum limit    

for all requests in the ready queue do   

Compare the resource utilization 

time of the node T and other requests   

Set T as the request which has 

shorter time   

Set the other requests in the 

waiting queue   

end for   

Once the time is over for the request T, de 

allocates the resources.    

Change the next request from the waiting 

queue to the ready queue   

Update the ready queue list   

until there are unscheduled requests 

 

3.3 Proposed Algorithm 
In proposed system input is number of tasks and system will 

allocate virtual machines to these tasks. If numbers of tasks 

is less than or equals to numbers of virtual machines than 

simply assign task to available virtual machines otherwise 

perform task scheduling using PSO.  

 

Algorithm Proposed Main (task, VMs) 

{ 

TaskList=Empty 

Assign incoming task to taskList as per their arrival time 

TaskList={x1, x2…xn} 

m=number of VMs 

n=number of tasks 

Do 

If n>m than 

Call ProposedSchedulingPSO (TaskList, VMs) 

Else 

Assign all tasks from TaskList to VMs. 

End If 

While (TaskList is not empty) 

} 

 

IV. RESULTS AND DISCUSSION 

 

In general cases mostly the resource scheduling is done but 

not the optimization of those resources. In the proposed 

method the resources are scheduled optimally by using the 

PSO technique. The user and provider are benefited mutually 

as the resources are not being wasted and the cost for the user 

is reduced significantly. 

 

Comparison of costs in existing and proposed system will be 

shown for separate requests in following table: 

 

Request 
Client 

ID 

Type of 

resource 

Cost 

using 

BRS( in 

RS) 

Cost using  

PSO on BRS( in 

RS) 

1 1 m1.small 260 200 

2 1 m1.large 990 660 

3 1 m1.large 900 940 

4 1 m1.large 1980 1060 

5 1 m1.xlarge 1700 1220 

6 1 c1.medium 2300 2300 

Total   8130 6420 

 

Evaluation between existing and proposed method will be 

shown graphically in chart below: 

 

 
Fig.5.12: Comparison chart 

V. CONCLUSION AND FUTURE SCOPE  

Issue of task scheduling is one of the main issues for cloud 

computing. Optimal task scheduling is essential for 

allocating resources, reducing the execution time, increasing 
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throughput and decreasing the cost. Proposed work is an 

enhanced task scheduling algorithm for the cloud computing 

environment.  Resource allocation problem has been an 

important topic in the fields of networking, parallel and 

distributed computing. Cloud computing enables enterprises 

to reserve group of resources, use them to establish common 

platform and run computation tasks. In this thesis we have 

worked on the issue of optimizing the scheduling of 

resources deciding how many and what kind of resources 

need to be reserved for these computations after the 

computations have been linearized into the form of a 

sequence of tasks. This algorithm is implemented on server 

(cloud) system to reduce time as well as cost of the processes 

and to allow a higher degree of resource sharing. We 

compare the cost savings when using PSO and existing 'Best 

Resource Selection' (EFT) algorithm. Results show that PSO 

can achieve very good cost savings as compared to BRS, and 

a good distribution of workload onto resources. The 

experimental results prove the efficiency of the proposed 

algorithm by minimizing cost. So, the fairness has been 

satisfied at all levels. The proposed task scheduling 

algorithm could be further extended by considering 

dependent tasks, and also considering dynamic task 

scheduling. 
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