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Abstract—This research deals with the identification of customers and their buying behavior patterns. The aim is to sell the 

products which are least preferred by the customers so as to make a cost-effective sale by using bundling approach. A 

Customized bundling is a group of resources joined together in a single package that has an associated logical name. A bundle 

is a collection of products which are sold together for a single price. It is the well organized way to make the customer’s 

shopping self-satisfied. It is implemented by the integration of associative clustering and Support vector  machine (SVM) with 

java. 
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I.  INTRODUCTION 

 

The market now a days is getting very competitive. 

Organizations are spending lot of money in planning to sell 

their products in the most effective way[1]. For many years 

vendors had been operating at low profit. Online 

supermarkets are facing loss due to higher operational cost 

required for delivery, order picking and packing. Therefore, 

how to increase the profit and reduce operating cost has 

become a major challenge for online supermarkets. This can 

be solved using Data mining techniques with the bundling 

approach. Data mining is a process of sorting through large 

data sets to identify patterns and establish relationships to 

solve problems through data analysis. Data mining tools 

allow enterprises to predict future trends. By ―mining‖ large 

amount of data, hidden information can be discovered and 

used for other purposes. Online shopping is a form of 

electronic commerce which allows consumers to directly buy 

goods or services from a seller over the internet using a web 

browser. Consumers find a product of interest by visiting the 

website of the retailer directly or by searching among 

alternative vendors using a shopping search engine. Bundling 

approach is a concept of tying products together to create an 

appealing package for customers according to their need. 

This provide a services to a customer, from which customer 

derives better value than if the product were purchased 

individually. 

     

Customized bundle products is a marketing strategy where a 

seller combines multiple products and offer the bundled 

items as one product, in which customers can customize 

product variants and quantity in a bundle according to need. 

For example, when a customer selects a product, the 

products which are frequently bought together are suggested 

as a bundle. Within the bundle, the customer is able to view 

more than one similar products of different brands, prices 

and other features. According to the customers’ needs, he or 

she can add the product to the bundle and overall price will 

be given.This helps the customer find the product which 

they want along with the ones they might need at a better 

price. The vendor can try to sell the products alongside the 

ones which are sold which  thereby getting profit and also by  

reducing shipping charges of individual products. 

 

The rest of the paper is organized as follows. In Section 2 

literature survey is done. In Section 3, proposed method is 

described. In Section 4, experimental results are shown. 

Finally in Section 5, the conclusion of our work is discussed. 

 

II. RELATED WORK  

 

Association rule mining and Apriori algorithm is applied for 

the customer behavior analysis. Support and confidence is 

the result of the Apriori algorithm which is implemented on 

the association of different product, like A→B and B→A, 

support and confidence is gained from this association[1]. 

Yang and Lai [3] have investigated the method of product 

bundling for an online book store with different data sources. 

They pointed out that by integrating the customer orders, 

browsing data and data of shopping-cart, more interesting 

product bundles can be provided to online consumers. A 

cluster algorithm for exterminating the customers’ lifestyles 

has been proposed by Miguéis et al. [4]. Then each customer 

was classified into different lifestyle cluster according to the 

rule of closet similarity of the customer past purchase 

history. The algorithms of K-means and association rules are 
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proposed by Liao et al. [5] as a bundling solution for 

marketing.  

 

 In conclusion, the existing data mining methods provide us 

with popular product combinations and consumption 

patterns[2]. However, due to the large amount of SKUs in the 

online supermarkets, and various preferences of a large 

number of customers, it also suffers from a very large 

number of unneccessary frequent itemsets or consumption 

patterns. Our approach integrate two aspects:  

(1) process to have combination of high sold product and               

low sold product to get profit. 

 (2) to extract or fetch the data from database easily. 

 

III. METHODOLOGY 

 

Based on association rules and recommendation technique, 

the method to recommend a customized bundle is proposed. 

The basic principles of the method is to combine association 

rules of product categories and personal recommendation 

techniques. The association rules are used to generate a 

serious correlated product categories for customers. For 

example, in figure 1, three product categories are provided 

for the consumer, which is based on association rules of 

product categories. Personal recommendation techniques is 

used to offer a number of products in each category instead 

of too many products. For example, in figure 1, there are 

three products available in each category. The procedures are 

shown in figure 2 and explained as follows. 

 

A. User Module 

First create  login module and  in this login frame module 

existing user login with their username and password. 

Suppose if user does not exist then click on register button 

that will move to Register Module if does not exist then 

create register module. In Register Module all fields are 

mentioned like first name, middle name, last name, email, 

password, phone number, user name etc. 

 

B. Data Extraction 

Data Extraction is a act or process of retrieving a data out of 

sources for further data processing or data storage. In this 

step we are reading the dataset by using java POI API 

fetching all record from the dataset. 

 

 

 
Figure1 : The proposed method 

 

 

 To read or write an Excel, Apache provides a very famous 

library POI. This library is capable enough to read and write 

both XLS and XLSX file format of Excel. Excel file can be 

read by Java IO operation. For that, we need to use Apache 

POI Jar.POI has different Interfaces Workbook, Sheet, Row, 

Cell. 

 

C. Data Clustering 

Clustering is the task of dividing the population or data 

points into a number of groups such that data points in the 

same groups are more similar to other data points in the same 

group than those in other groups. In simple words, the aim is 

to segregate groups with similar traits and assign them into 

clusters. In this step we are taking all country information 

.and grouping all Country into cluster. 

 

D. Associative clustering 

Clustering is the task of dividing the population or data 

points into number of groups such that data points in the 

same groups are more similar to other data points in the same 

group than those in other groups. In associative clustering we 

cluster two sets of data , with samples x and y separately 

such that clustering would capture as much as possible of 

dependencies within data pairs(x,y) and the clusters would 

contain similar data points. Associative clustering is a 

method for separately clustering two data sets when one-to-

one associations between the sets, implying statistical 
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dependency are available. The pseudocode for the algorithm 

Associative clustering is given in algorithm 1. 

 

 

Algorithm 1 Associative clustering 

 

INPUT : ∑NA  // Association 

OUTPUT : ∫C 

1 : N<=0       //Size of node1 

2 : ∫SC Items <=0 

3: N<=Size(NA) 

4 : For i in 1:n 

5 :  Start 

6 : Items=Fetch(NA(i))  //Fetching the items 

7 : P1 = Item(i) 

8 : P2 = Item (j) 

9 : ∑L1 = RETRIEVE [P1]       

10 : ∑L2 = RETRIEVE [P2] 

11 : SC Item[] = Association [L1,L2]    

12 : SC <= SC Items 

13 : End for 

14 : FRAME(SC) 

 

The input is the set of all data points, in this case all the 

customer data which is retrieved from the supermarket and 

stored in excel sheets. The algorithm initializes the size of 

node to less than or equal to 0. All the items are fetched and 

kept in an arraylist. Clusters are created by grouping similar 

products together. The association of the different data points 

within each cluster is studied. This process is repeated until 

the last item in the excel sheet is processed. 

 

E. Support Vector Machine 

Support Vector Machines (SVMs) are supervised learning 

methods used for classification and regression tasks that 

originated from statistical learning theory A classification 

task usually involves training and test sets which consist of 

data instances. Each instance in the training set contains one 

target value (class label) and several attributes (features). The 

goal of a classifier is to produce a model able to predict 

target values of data instances in the testing set, for which 

only the attributes are known. The below picture is an 

example of a situation in which various linear classifiers can 

separate the data. However, only one maximizes the distance 

between itself and the nearest example of each class (i.e. the 

margin) and for that is called the optimal separating 

hyperplane. It is intuitively expected that this classifier 

generalizes better than the other options. The basic idea of 

SVM classifier uses this approach, i.e. to choose the 

hyperplane that has the maximum margin. 

 

Algorithm 

 

Let D be a classification dataset with n points in a d-

dimensional space D = {(xi, yi)}, with i = 1, 2, ..., n and let 

there be only two class labels such that yi is either +1 or -1.  

 

 

Figure2 :Test set 
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Figure 3:Optimalsepartinghyperplane 

 

A hyperplaneh(x) gives a linear discriminant function 

in ddimensions and splits the original space into two half-

spaces: 

h(x)= w
T
x + b =w1x1 + w2x2 +….+wbxb                (1) 

 

where w is a d-dimensional weight vector and b is a 

scalarbias. Points on the hyperplane have h(x) = 0, i.e. the 

hyperplane is defined by all points for which wTx = -b. 

if the dataset is linearly separable, a separating hyperplane 

can be found such that for all points with label -1, h(x) < 

0 and for all points labeled +1, h(x) > 0. 

Given a separating hyperplane h(x) = 0, it is possible to 

calculate the distance between each point xi and the 

hyperplane by: 

 Δi = yi (hxi)          (2) 

  ||w|| 

 

The margin of the linear classifier is defined as the minimum 

distance of all n points to the separating hyperplane. 

 

 Δ
k
= min xi{  yi (hxi)  }          

(3) 

   ||w|| 

 

IV. RESULT AND DISCUSSION  

In this section, all the steps in each phase of the research 

methodology are investigated in detail. The company aims to 

recommend customized product bundles to its customers. 

The proposed system is tested on the datasets containing 

transactions of the company with its customers from a local 

online supermarkets. This research was carried out taking the 

information of 456 customers and their transactions with the 

supermarket. The obtained information was stored in excel 

sheets and retrieved using Java Apache POI API library 

files.To read or write an Excel, Apache provides a very 

famous library POI. Table 1 shows the example of data 

stored in the excel sheet. 

Clustering of similar products is done using associative 

clustering. One of the machine learning concept known as 

SVM is used for classification and regression problems. It is 

used in this project for giving related suggestions and 

bundles according to the input of customer. For training, 200 

customer information were used. For testing, the proposed 

method 256 customer information were used. 

    From the experimental results we came to know that the 

user can successfully login into the home using login id and 

password or by getting registered. Once login to the home 

page, user is now able to select the profession according to 

which he or she can select the required products. After 

selecting the products the user can fetch the suggestions from 

bundle suggestion where he or she can see number of bundle 

items with different brands and prices. If the user needed any 

of those bundle, can add to the cart and check for the total 

cost and he or she will be able to successfully logout. 

 

TABLE 1: EXAMPLE OF TRANSACTION RECORDS 

 

Quantity Price Customer 

id 

Gender Job Category Age 

5 2.55 1123 male doctor General 

medicine 

35 

2 1.8 1124 female engineer Tools 24 

6 3.2 1125 female professor Books 28 
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Figure 4: Data Extraction 

 

 

Figure 5: Data Collection 

 

 

Figure 6: Data Clustering 

 

V. CONCLUSION AND FUTURE WORKS 

In this paper, a bundling technique for online supermarkets 

has been proposed. The customer is able to        get 

suggestions on products which are frequently bought 

together and also customize the bundle. The time spent by 

customer on choosing products and also the overall 

operational cost is reduced. This paper is based on extraction 

technique and associative clustering. Unwanted products can 

be reduced using associative clustering. This method is 

profitable for both vendor and buyer. 

   The future work includes the implementation of the system 

in android which will help improve the availability of the 

system to more vendors. 
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