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Abstract—In the era of information age, due to different electronic, information & communication technology devices and 

process like sensors, cloud, individual archives, social networks, internet activities and enterprise data are growing 

exponentially .The most challenging issues are how to effectively manage these large and different type of data .Big data is one 

of the term named for this large and different type of data .Due to its extraordinary scale, privacy and security is one of the 

critical challenge of big data.Many current applications abandon data encryptions in order to reach an adoptive performance 

level companioning with privacy concerns. In this paper, we concentrate on privacy and propose a novel data encryption 

approach, which is called Dynamic Data Encryption Strategy (D2ES). Our proposed approach aims to selectively encrypt data 

and use privacy classification methods under timing constraints. This approach is designed to maximize the privacy protection 

scope by using a selective encryption strategy within the required execution time requirements. 
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I. INTRODUCTION 

 
Big Data is term for any collection of data sets so large and 

complex that it becomes difficult to process using on-hand  

database  management  tools  or  traditional  data processing  

applications.  The  challenges  for  the  big  data include  

capture,  storage,  search,  sharing,  transfer  and security 

analysis and visualization. The trend to larger data sets  is  

due  to  the  additional  information  derivable  from analysis 

of a single large set of related data, as compared to separate 

smaller sets  with the same total amount of data. Introduction 

to mobile cloud computing techniques has  empowered  

numerous  applications  in  people’s  life  in recent 

years..Moreover, as an emerging technology, cloud 

computing has spread into countless fields so that many new 

service deployments are introduced to the public such as 

mobile parallel computing and distributed scalable data 

storage. Penetrations of big data techniques have further 

enriched the channels of gaining information from the large 

volume of mobile apps’ data across various 

platforms, domains, and systems. Being one of technical 

mainstreams has enabled big data to be widely applied in 

multiple industrial domains as well as explored in recent 

researches. 

 
Despite many benefits of using mobile cloud computing, 

there are great concerns in protecting data owners’ privacy 

during the communications on social networks or mobile 

apps.One of the privacy concerns is caused by unencrypted 

data transmissions due to the large volume of dataavailable. 

Storing and processing big volumes of data requires 

scalability, fault tolerance and availability [9]. The traditional 

infrastructure of storing and managing data is now proving to 

be slower and not easy to manage. Cloud computing delivers 

all the essential requirements for storing big data through 

hardware virtualization. Thus, big data and cloud computing 

are two compatible concepts as cloud enables big data to be 

available, scalable and fault tolerant. 

 
However, in the high speed connectivity era, moving large 

datasets on cloud and providing the details needed to access 

it, is a current issue. Because, these large sets of data often 

carry sensitive information like credit or debit card numbers, 

addresses, medical records and other details, raising data 

privacy concerns. In order to ensure data privacy, the data 

can be encrypted at the client side before outsourcing the 

data to the cloud server. 

 
 
Fig. 1.1: High level architecture of mobile cloud computing 

illus-trating the balance between privacy protection and 

transmission efficiency. 
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The crucial issue is that most contemporary wireless 

transmissions carry plain-texts due to the workload volume 

and real-time service concerns. The implementation of big 

data further stops transmission from carrying cipher-texts. 

The target protection location is represented by the broken-

line box in the figure, which depicts that the data 

transmissions between physical infrastructure and mobile 

computing in mobile cloud need to be protected. 

 

In this paper we propose a novel approach that selectively 

encrypts data in order to maximize the volume of encrypted 

data under the required timing constraints. The proposed 

model is called Dynamic Data Encryption Strategy (D2ES) 

model, which is designed to protect data owners’ privacy at 

the highest level.The basis for this method is a series of 

patents filed in [4] [5] and [6].The rest of this paper is 

organized as follows. Section II discusses the existing 

technologies. Section III presents the proposed methodology 

Section IV provides the system architecture for proposed 

method .Lastly, in Section V, we conclude this study along 

with all the references. 

 

 

II. RELATED WORK 

 

The privacy preserving of Big data in cloud can be carried 

out in a number of ways. Over the years, multiple variants of 

techniques have been identified and targeted with strategic 

solutions. Some of the methods are discussed below. 

 

k-anonymity 

The k-anonymity model was developed to achieve effective 

data privacy preservation.In k-anonymity techniques such as 

generalization and suppression are used to reduce the 

granularity of data representation. Any given k record maps 

onto at least k-other records in the data to reduce this 

granularity sufficiently.The term k-anonymity impliesthat 

with respect to a set of quasi identifiers attribute each record 

within anonymitized table must be indistinguishable with at 

least (k-l) other record within dataset i.e. the identifiers of 

each sanitized dataset is same as those of at least (k+l).Quasi 

identifier is defined as a set of attribute that can be used 

toidentify an information provider with a significant 

probability of accuracy. Quasi identifiers cannot be 

distinguished from others if each dataset linked to at least k- 

information providers.In order to reduce granularity 

generalization used togeneralize attribute value to range e.g. 

the data set of birthcan be generalized to range such as year 

of birth so risk ofidentifiers is reduced. In the suppression 

method, the valuesof the attribute is removed completely by 

replacing thosevalues by default one such that rare 

attributevalues merge into same group assigned the default 

value. 

 

 

Perturbation Approach 

Perturbation approaches protects privacy of data by 

distorting information of original dataset.Different data 

perturbation techniques are available for modifying dataset 

such that they are different from original.Data derived from 

perturbed dataset can be use to perform data. mining as 

perturbed datasets still retain features of the originals. 

There are two common approaches-for perturbing data that 

is n01se adding and random substitution. 

 

 

Noise Addition 

Noise Addition uses a random number or noise which is 

use for adding into the numerical attribute forcreating 

perturbed dataset: Random number ls generally drawn 

from. a small deViation and normal distribution With Q-

mean. Thls strategy usually used for numeric values hence 

has only a little privacy. 

 

  Random Substitution 

Random substitution replaces sample by randomly 

replacing values of attributes. This technique uses 

invertible matrix M of size n*n called the perturbation 

matrix where n is the umber of possible values of an 

attribute that is being perturbated.Perturbation based 

approaches do not make strict tradeoffs between 

preservation of data sample utility and privacy. This 

mechanism preserves privacy of each sample 

independently rather than depending on attribute values of 

every sample. The result illustrated by random substitution 

in terms of both privacy and data utility preservation can be 

equally random . 

 

Data Set Complementation Approach 

Dataset Complementation approach was designed for 

discrete value classification so continuous values are 

replaced with ranged values. The entire original dataset is 

replaced by unreal dataset for preserving the privacy via 

dataset complementation. This approach can be applied at 

any time during the data collection process so that privacy 

protection can be in effect even while samples are still being 

collected The original accuracy of training dataset is 

preserved Without linking the perturbed dataset to the 

information provider i.e accurate data mining result yield 

while preserving privacy of individual’s records by dataset 

complementation approach. 

 

III. METHODOLOGY   
Our proposed system demonstrates how a dataset can be 

encypted for privacy preservation The proposed system 

creates a platform hosted on a cloud service.User registration 

need to be done and the user can login based upon the id an 

password credentials..The user is greeted with home page 

and are provided with options to view profile,for training 

data and to upload file and to download the file. The user  
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first selects for training dataset for sensitive and non-

sensitivity.Then the user selects the Upload File option to 

upload a file which is in text format. In case the file is 

already uploaded then a prompt “file already exists” will 

appear..  
 

The whole scenario of the system is showning Figure 3.1.The 

admin selects the training data after which the privacy 

preserving data encryption strategies are done.The 

classification and clustering process is carried on after which 

the user by registration and login can download the 

file.Every file thta is uploaded and encrypted can be 

downloaded by the user.  
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 3.1: Admin actions  
 

IV. SYSTEM ARCHITECTURE 
 
Userfirst login to the network cloud by registering with fresh 

registration or login credentials. The user then can upload 

datasets by clicking Upload File domain. In that he selects 

from the category of Sensitive Data and Non-Sensitive 

Data.The selection of sensitive and non-sensitive data 

depends on the user,If the user wants to upload a sensitive 

data then sensitive text is selected from the category or else 

non-sensitive.The sensitive and non-sensitive dataset 

selection is based on keywords.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.1: An Overview Architecture for user 
actions 

 
 
The system takes the uploaded dataset from the admin and 

extracts the keywords from the data package.Afterthe 

keyword extraction these keywords are classified into two 

clusters. The two clusters of dataset will then get into the 

blocking process. After the blocking process the Map reduce 

process takes place.The datasets are then encrypted and will 

be uploaded into the cloud. System architecture of this is as 

shown in Figure 4.2. The admin can login by giving specific  

credentials.The admin can upload to training datasets by 

sensitive and non-sensitive based upon the keywords.The 

system architecture for the user module is shown in Figure 
4.1 
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Figure 4.2: An Overview Architecture for encryption process 
 
 

V. ALGORITHM 
 
The Dynamic Data Encryption Strategy (D2ES) method is a combination of different encryption algorithms.These algorithms 

are used to check number of repeatationof words,for clustering,to remove sensitive words,to calculate sensitive weight and to 

generate hash block. 

 

i. LBA(Linear Base Algorithm)  
This Algorithm is used to collect the number of bases or total repeated words. 

 
ii. K-means Clustering Algorithm Used for Cluster formation. 

 

iii. Stop Word Removal Algorithm  
Used to check whether the word is sensitive or not(ex. the is on etc). 

 

iv. Weight Frequency Algorithm 

Calculates the sensitive weight of the dataset. 

 

v. MD5 Algorithm 

Generates  hash for the  block. 
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Algorithm: K-means Clustering  
Let  X = {x1,x2,x3,……..,xn} be the set of data points and V = 

{v1,v2,…….,vc} be the set of centers. 

1:Randomlyselect ‘c’ cluster centers.  
2: Calculate the distance between each data point and cluster centers.  
3: Assign the data point to the cluster center whose distance from the cluster center is minimum of all the cluster centers.  
4: Recalculate the new cluster center using 

Vi=(1/Ci)∑  
5: Recalculate the distance between each data point and new obtained cluster centers.  
6: If no data point was reassigned then stop, otherwise repeat from step 3.  

 
Algoirthm: Stop word removal  

 

1:The target document text is tokenized and individual words are stored in array.  
2: A single stop word is read from stopword list.  
3:The stop word is compared to target text in form of array using sequential search technique.  
4: If it matches , the word in array is removed , and the comparison is continued till length of array.  
5: After removal of stopword completely, another stopword is read from stopword list and again algorithm follows step2. 

 
6: Assign the data point to the cluster center whose distance from the cluster center is minimum of all the cluster centers.  

 

 

VI. Result and Disscusion  
 

The D2ES model is way more effective in privacy preserving of a dataset in cloud because of the combination of algorithms 

used in the model.The five different algorithms used has differn mechanism to provide the privacy for a dataset.The main 

advantage in this model is that it categorises the dataset as sensitive and non-sensitive before applying the privacy preserving 

strategies.As the dataset is categorised at the beginning itself the the dataset which doesnot require privacy is discarded and 

so the time comsumption is avoided. 
 

VII. CONCLUSION AND FUTURE WORKS  
 
This paper focused on the privacy issues of big data and considered the practical implementations in cloud computing. The 

proposed approach, D2ES, was designed to maximize the efficiency of privacy protections.The Main support to the system is 

the D2ES model which is the combonation of different privacy preserving algorithms that was developed to dynamically 

alternative data packages for encryptions under different timing constraints. 

  
D2ES maximizes the efficiency of privacy protections in cloud computing environment and provides user safe and protected 

services. Higher efficiency in encryptions for dynamic data packages under different timing constraints i.e Encryption of 

dynamic data packages are done irrespective of time period.Proposed approach has an adaptive and superior performance than 

the existing system.Taking into consideration ofthe privacy issues of big data and considered the practical implementations in 

cloud computing. The proposed approach, D2ES, was designed to maximize the efficiency of privacy protections 
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