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Abstract—In this study, Random Forest Regression machine learning rule is applied to predict salary levels of individuals 

supported their years of expertise. Random forest regression is employed since it gave higher accuracy compared to decision 

tree regression and Support Vector Regression classifier. Choosing the foremost effective machine learning rule so as to 

unravel the problems of classification and prediction of data is the most vital part of machine learning which depends on 

dataset likewise. The predictive accuracy of the Random forest regression on test data is 97%, while the accuracy of Decision 

tree regression and Support Vector Regression is 85% and 90% respectively. The model has been used on the training data to 

predict dependent variables and to extract features with highest impact on salary prediction. 
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I. INTRODUCTION 

 
Accurate recruitment of employees is a key element in the 

business strategy of every company due to its impact on 

companies’ productivity and competitiveness. At present 

recruitment processes have evolved into complex tasks 

involving rigorous evaluations and interviews of candidates, 

with the goal of hiring the best suited professionals for each 

company’s needs. With the advent of Internet and the web, 

e-Recruitment has become an essential element of all hiring 

strategies. Many websites, such as CareerBuilder, Monster 

or Tecnoempleo, or even Social Networks, like LinkedIn, 

help companies and jobseekers to find the best possible 

matches. 
 
On the recruiter side, recent applications include: a 
framework for candidate ranking and resume summarization 
to improve recruiter’s performance (Ref. 7), a tool for 

 
 

 

automatically evaluating candidates’ CVs(Ref.9), and a 
system to screen candidates and score them, thus enabling 
candidate filtering and reducing the workload of recruitment 

officers’ (Ref. 10). 
 
In more detail, the main contributions of this paper are: 
 
• An investigation on which fields in a job post have greater 
influence on salary and how they are interrelated; 
 
• The discovery of the main data-driven profiles obtained 
through skill-set based aggregation; 
 
•The formulation of the salary prediction problem as a 
classification task in order to have a better accuracy by 

focusing on discrete ranges instead of continuous salary 

values; 
 
• The comparison of several classifiers, including SVM, 
Decision tree, random forests, in order to find the model 
with the best accuracy in predicting the salary range. This 
model
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can be effectively employed by an e-Recruitment website to 
provide an automatic categorization of job posts by salary 

range. 
 
As a last paragraph of the introduction should provide 

organization of the paper/article (Rest of the paper is 

organized as follows, Section I contains the introduction of 

the paper , Section II contain the related work of Prediction 

model, Section III explains the methodology with flowchart 

and different regression techniques, Section IV contain the 

results and discussions, section V contains the conclusion 

and future scope. 
 

II.RELATED WORK 
 
Himanshi, Komal Kumar Bhatia carried out a research study 

to determine the Prediction Model for Under-Graduating 
Student’s Salary Using Data Mining Techniques. 
 
Data mining is an essential concept as it provides the 

effective and efficient learning to the students and 

researchers [2]. Recommender systems are used to produce 

different aspects of the recommendations. Data mining is 

used to study the behavioral patterns of learners. 

Effectiveness can be improved by designing the 

individualized recommendation system for the students [3]. 

PornthepKhongchai, PokpongSongmuang in [4], proposes a 

salary prediction system for increasing students‟ motivation 

in studying. A decision tree technique is used to generate a 

prediction model with seven features. The system has 

improved by including more features suggested by users or 

academic staffs. To make a more effective system, 

occupations related to other studying fields can be added to 

the training dataset. 
 
In [5], students are classified based on the marks scored by 

them using the Bayesian network. Using the training data-set 

a model is built to compare the relative performance of test 

data-set. 10-fold cross-validation is used for model 

evaluation. Ordinary least-squares (OLS) regression model is 

used by Jerrim in [6], to build prediction models for 

determining the future salaries of the student in American 

college based on family background data and social profiles. 

Whereas Karla et al [7] used hierarchal linear regression to 

build a prediction model with students and program 

characteristics as control variables and salary as the predictor 

variable. There are some issues in the above prediction 

model as 1) the prediction model only predicts the salary of 

the group of students not for the individual students, and 2) 

The results of the prediction model require extensive 

statistical knowledge to fully comprehend. 

 
III . METHODOLOGY  

 
The methodology follows the best practices in the 
literature and in the industry, including different phases:  
1. Data collection: a Python-based web crawler‡ is 

developed to parse and gather the necessary 

information from the website. The crawler was run on 

a daily basis from December2015 to April 2016 and 

duplicates were removed.  
2. Data cleaning: posts with missing values are 

removed and possible conflicts in the data format 
(e.g. text encoding) are fixed.  

3. Manual feature engineering: irrelevant features are 
discarded and others are standardized (e.g. converted 

into numerical features) by exploiting the domain 
knowledge.  

4. Dataset description: statistical tools and simple 
models are used in order to provide a preliminary 
and compact description of the data.  

5. Automatic feature selection: feature selection 

algorithms are employed to automatically select the 
most informative features in the dataset with respect to 
the output class.  

6. Model selection: a grid search is performed to  
       find the optimal hyper-parameters for a set of well-

known machine learning models.  
7. Model training and validation: the selected models are 

trained and cross-validated in order to  
       find the classifiers that best describe the data and are 

able to predict the output variable with the highest 
scores.  

8. Model comparison: each model is compared to the 
others with respect to standard scores and curves like 
the classification accuracy, the F1 score, the ROC 
curve, the Precision-Recall curve etc.  

In statistical modelling, regression analysis could be a set of 

statistical processes for estimating the relationships among 

variables. It includes several techniques for analysing many 

variables, once the main focus is on the connection between 

a dependent variable and one or a lot of freelance variables. 

Figure 1 shows the Predicting modelling.  

 

Training 

Data 

 

Machine 

learning 

algorithm 
 

 

New Data Regressor Prediction 

 

Figure 1. Predicting modelling  
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Types of regression techniques: 
 
A. Random Forest Regression 
 
Random Forest or random decision forests are an ensemble 

learning methodology of classification, regression and 

alternate tasks that operates by constructing a large number 

of decision trees at training time and outputting the category 

that’s the mode of the classes(classification) or mean 

prediction(regression) of the individual trees. Random 

decision forests correct for decision trees’ habit of overfitting 

to their training set. Figure 2 shows Random forest builds 

multiple decision trees and merges them along to urge a lot 

of correct and stable prediction. Random Forest could be a 

assortment of Decision Trees, but there are some variations. 

If you input a training dataset with features and labels into a 

decision tree, it’ll formulate some set of rules, which can be 

accustomed build the predictions.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: Basic Representation of Random Forest  
 
Algorithm 1: Random forest regression  
 
Input: Training data T, parameters{λ,δ,k,s,c} 

Output: Model with evaluation 

1. Ensemble-RF(T,λ,δ,k,s,c)  
2. for i < −1 to s do  
3. (train, test)←randomSplit(T,λ)  
4. split ←bootstrap(train,δ,k)  
5. model ←RandomForest.train(split,c)  
6. score←evaluate(model,test)  
7. out[i]← (model,score)  
8. end for 
9. return out  
 

B. Support Vector Regression 
 
Support Vector machine support linear and nonlinear 

regression which will be referred as SVR. Rather than 

attempting to suit largest Potential Street between two 

categories whereas limiting margin violations, SVR tries to 

suit as several instances as possible on the street whereas 

limiting margin violation. SVR tries to suit as several 

instances as potential on the street whereas limiting margin 

violation. The dimension of the street is controlled by hyper-

parameter Epsilon.   
Operating of SVR: 
 

1. Collect a training set 
 

2. Select a kernel and its parameters moreover as any 
regularization required. 

 
3. Form the correlation matrix, K 

 
4. Train your machine, precisely or about, to get 

contraction coefficients 
 

5. Use that coefficient, produce your estimator. 

 

We are arriving our correlation matrix and we are evaluating 

the kernel 

 .  = (∑ 
 |   −   |

2) +∈   .  
The main a part of the algorithmic program is     =   
 

is the vector of the values like the training set, 

 

  is the correlation matrix,   is that the set of unknowns we 
would like to solve for,   =   −1  

= (∑ 
 |   −  

⋆
|
2) 

 

Once a parameter is thought from – estimator, we will use 

the coefficient we tend to found throughout the improvement 

step and also the kernel we started off with. To estimate the 

worth of y* from a test point,   *- compute the correlation 

vector   , y*=       . 
 

C. Decision Tree Regression 
 
Decision tree builds classification or regression models. 

Decision trees classify instances by sorting them down the 

tree from the foundation to some to some leaf node, that 

provides the classification of the instance. It’s powerful and 

largely used modelling technique.  
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 3: The illustrations of the decision tree model  
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Figure 3 shows the illustrations of the decision tree model is 

a binary tree. This is often your binary tree from algorithms 

and data structures, nothing too fancy. Every node represents 

a single input variable (x) and a split purpose thereon 

variable (assuming the variable is numeric). The leaf nodes 

of the tree contain an output variable (y) that is employed to 

form a prediction. Predictions are created by walking the 

splits of the tree till incoming at a leaf node and output the 

category worth at that leaf node. Trees are quick to be told 

and extremely quick for making predictions. They’re also 

often accurate for a broad range of issues and don’t need any 

special preparation for our data.  

 

PSUDOCODE   
1. Set the current working directory. 

2. Importing the dataset.  
3. Splitting the dataset into the Training set and 

Test set.  
4. Feature Scaling.  
5. Creating the regression and fitting theregression 

to the dataset.  
6. Predicting a new result. 

7. Visualizing the Regression results.  
 

 

IV .RESULTS AND DISCUSSION 
 
To select the best data mining techniques for the data of 

employee salary of a company, we set up an experiment for 

comparing the performance measures of 3 regression 

techniques Random Forest, Support Vector Regression and 

decision tree on the selected data. The data include position, 

level, salary class. Data mining techniques were compared to 

predict salary using the data mining tool WEKA.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 4: Dataset of position_salaries 

 
Evaluating Regression Model performance  
 
We use the backward elimination(Backward elimination, 

which involves starting with all candidate variables, testing 

the deletion of each variable using a chosen model fit 

criterion, deleting the variable (if any) whose loss gives the 

most statistically insignificant deterioration of the model fit, 

and repeating this process until no further variables can be 

deleted without a statistically significant loss to fit) method 

to construct a multiple linear regression using our data and 

through and we constructed three separate model. we are 

looking at R-squared and adjusted R-squared and they will 

help us to improve our backward elimination method. Here, 

R-square tells us the goodness of fit R-squared is not greater 

than one and it as close as possible to one. The closer is one, 

the better is to fit the model. Here R-square and adjusted R-

squared is very similar because adjust r is penalized factor. 

So, basically, if the variable that we added does not make 

adjusted or does not make R-squared grow that much like for 

instance. It only grew by fraction. Now, we use adjusted R to 

the goodness of fit all of our model and how it changes. 

Here, adjusted R-squared equation. 
Adj R

2
 =1-(1-R

2
)  −  −1

  −1   
p is the number of regressors, n is the sample size, p is the 
number of independent variables.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 5: Truth or bluff obtained using decision tree  
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Figure 7: Truth or Bluff obtained using Random Forest  
Figure 6: Truth or bluff obtained using Support Vector Regression (100 trees). Regression  

 
 
In figure 5 and 6 shows a red point are the real observation 

points that is real salaries associated. And all the point on 

this blue curve. Here is the prediction point. So for this level, 

the real observation point corresponds to this red point here 

and corresponds to this real salary. The prediction point is 

actually a projection of this red point on the blue curve. And 

that corresponds to the predicted salary. 
 
In figure 5 we can see a graph, where we plotting a 

prediction of 10 salary corresponding to 10 level. It is 

nonlinear and non-continuous regression model decision. In 

visualization code, we apply the decision tree regression. 

After executing this code, we get a clear non continuous 

graph. By using a graph, we can easily predict the 6.5 level 

positions. In figure 6 we can see a graph, predicting the 6.5 

level salary of our future potential employee. And now we 

need to include the 6.5 in this transform method of the sc_X 

scaler object. Here, this is an input here and the transfer 

method must be an array and the 6.5 is the numerical value. 

For this numerical value an array, we need to add np.array. 

We use the object of sc_Y, for the prediction of y and also 

use the inverse transform method. 
 
After prediction, we get the result of $170,000.This is a 
better prediction because first, we get only $160k. So this is a 

better model. We got a good prediction of our 6.5 level 
salary. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 8: Truth or Bluff obtained using Random Forest 
Regression (500 trees). 

 

 

Figure 7 shows the prediction of the output $237218 for 100 

trees. This is very good prediction. So, now we say, these 

employees are not bluffing and it's an employee that we are 

happy to hire because not only is it good but also he is 

honest. In figure 8, we will get the output for 300 trees. After 

executing, we get the output $160k for 300 trees which is 

similar to the real value. The visualization Random Forest 

code, we can see a straight horizontal graph. It fit the data 

efficiently when compare to other two regressor models 

mentioned above. So this is a great model. We got a good 

prediction of our 6.5 level salary.  
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V .CONCLUSION AND FUTURE SCOPE 
 
The paper presents a salary prediction system using data 

mining techniques. The system compares the employee’s 

years of experience with the salary per annum. We 

compared data mining techniques that perform best in the 

task. An experiment was conducted using the 10000-

organization data. The result indicated that Random forest 

regression gives the best result as compared to Decision 

Tree and Support Vector Regression. Random forest is a 

powerful tool for numerical prediction and fits through 

data points more efficiently. It can also be used to predict 

discrete classes also. Due to time and computation 

constraints, this model can be used for prediction. 

  
Additionally, we would like to explore the possibility of 

further optimizing our feature extraction and selection 

techniques. In future work we would like to include 

features based on document statistics (document length, 

average number of words, Flesch-Kincaid readability 

statistics, etc.) as well as features based on similarities 

between documents (perhaps using latent dirichlet 

allocation, an unsupervised learning technique which 

assumes that the distribution of words in a document is 

indicative of underlying categories). 
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