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Abstract—Sexual harassment in public places is overwhelmingly experienced by women and girls. Sexual harassment is, in 

fact, the most common form of violence against women and girls and that young women are particularly targeted. Sexual 

harassment has significant and widespread impacts, both on individuals as well as on society. Sexual harassment in public 

reduces women and girls‘ freedom to enjoy public life, and can negatively affect feelings of safety, bodily autonomy and 

mental health.This project proposes a data-driven method to analyze crime data and behavioral patterns using machine learning 

algorithms and thus predict emerging crime hotspots for additional police attention.Each community has different crime trends 

in different areas. These trends are analyzed using machine learning principles which help to predict how crimes against 

women have significantly increased in various areas of a community. It also helps in rapid visualization and identification of 

communities which are densely affected with crimes. This approach proves to be quite effective and can also be used for 

analyzing national crime scenario. 
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I.  INTRODUCTION 
In recent years, acts of assault and violence against women 

are rising at a menacing rate. With escalation of female 

employees in industries and other sectors of the commercial 

market, it is now becoming a necessity for females to travel 

at late hours and visit distant and isolated locations as a part 

of their work regime.63 per cent of girls and young women 

aged 13–21 experience not feeling safe walking home alone, 

according to the Girls Attitudes Survey 2018. However, the 

exponential increase in assault, violence and attacks against 

women in the past few years, is posing a threat to the growth 

and development of women. Defense isn‘t the only measure 

that can suffice against this increasing abuse. A security 

solution that creates safer environment for women must be 

devised. 

 

In order to implement this project the data of previous 

incidents of harassment is collected. The data will then be 

grouped into clusters and analysed. A data set is created 

based on this analyzed data. After this in order to determine 

the crime rate and to predict the crime prone areas various 

machine learning tools are used. 

 

Machine learning is an application of artificial intelligence 

(AI) that provides systems the ability to automatically learn 

and improve from experience without being explicitly 

programmed. It focuses on the development of computer 

programs that can access data and use it learn for themselves. 

The process of learning begins with observations or data, 

such as examples, direct experience, or instruction, in order 

to look for patterns in data and make better decisions in the 

future based on the examples that we provide. The primary 

aim is to allow the computers learn automatically without 

human intervention or assistance and adjust actions 

accordingly. Tools like clustering, random forests, 

classification and prediction models are used to establish a 

working model which learns from the data set. The working 

modelmakes predictions based on the thorough examination 

of the data set which may be yes or no, or true or false or a 

statistical value. Thus the crime rate is predicted and whether 

a location is dangerous or not is determined. In the last stage 

the outcome is alerted to the users to take precautions not to 

venture into the crime scene defenseless. 

 

II. RELATED WORK  

 

Newspaper articles are crawled using a focused crawler and 

they are classified using a SVM based classifier. Required 

entities are extracted from classified crime articles and 

duplicate detection is performed. By using pre-processed 

data, crime analysis operations are performed in [1] Though 

the model is effective in its prediction, the training article 

collection was found to be highly unbalanced because there 

are large numbers of non-crime articles compare to crime 

articles when a particular sample from an article population 

is considered. Madhura Mahajan, KTV Reddy, Manita 
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Rajput [2] have researched on a location tracking system and 

a partial wearable that can provide a complete security 

solution and become a utility that eases the apprehension 

among women and their family members.Here the GPS 

module requires at least 4 satellites in its Line Of Sight 

(LOS) to give proper coordinate readings. 

 

In conclusion, the existing methods provide us solutions to 

ongoing harassment issues. However, It is a difficult problem 

to identify the near-duplicate documents in the crime data 

and data classification is computationally expensive. For a 

wearable device it requires extra hardware components. In 

[4] the datasets are from the Internet public datasets. 

However, one-class SVM for predicting the hotspot crime of 

location is still slow and computationally expensive. 

Our approach integrate two aspects: 

(1)Easy harassment reporting through location coordinates. 

(2) Predict the crime locations beforehand to prevent 

harassment 

 

III. METHODOLOGY 

 

The project is designed in a way for easy access for crime 

reporting. This project requires more Human interaction than 

completely relying on the electronic devices for the 

detection. A survey is conducted where the user provides the 

information about their previous encounters of malicious 

activities. The user is specified to give complete and accurate 

details with respect to the encounter which includes the user 

details, time and location of the incident by providing the 

accurate GPS location.The algorithm is applied to this data 

where the relationship is determined by the algorithm to 

create a model. 

 

Clustering algorithm is used to group the similar data by 

sorting. Prediction algorithm is used to determine the crime 

rate by drafting the graphs based on the data provided. The 

outcome of the regression algorithm is a percentage. The 

classification algorithm is used to determine specific 

outcomes of true or false. We use this algorithm to determine 

if a location is safe or not. 

 

A. Data Collection 

Data is collected from the public online through HTML forms. 

The location of the crime is obtained using the GPS from 

Google Maps. 

 

 
Figure3.1 : Fetching location data using Google Maps 

All the data collected from the user is stored in the databse for 

further processing. The user can drag the marker to select the 

crime location and the coordinates of that marker is obtained 

and stored in the database for further processing. 

 

 
Figure3.2 : User report stored in the database 

 

B. Data Analysis and Feature Selection 

 

1. The data collected is pre-processed to remove 

irregularities and unwanted data 

2. The data is refined by splitting the attributes like date into 

month and day 

3. Data manipulation is done to convert the data to csv form 

 

 

Algorithm 1Data Conversion to csv form 

 

START 

Input: Data from the database 

Output: Data in csv form 

 

4. create a procedure for conversion 

5. create a trigger for each row insertion such that the 

procedure is called when it is triggered 

6. set the headers for csv file 

7. SET @heading =  'SELECT ''' + right (@heading,  

len  ( @heading) -1) + ''' AS CSV'  + CHAR(13) 

8. Extract each column value and concatenate it in the csv 

file 
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9. SET @sqlstrs =  'SELECT CONCAT(' + @cols + ') 

CSV   FROM ' + @tablename 

10. seperate each value in the csv file by a coma (,) 

END 

 

Once the data has been converted to comma separated values 

or the csv form the feature selection is made from the data. All 

machine learning programs run on datasets which are in csv 

form. 

 
 

Figure3.3 : Data in csv form 

 

Feature Selection 

i. Feature selection is done to build the model efficiently 

ii. The attributes which are important to train the model are 

selected as features  

iii. The attributes used for feature selection are lattitude, 

longitude, community area, month and hour 

 

C. Data Clustering 

A cluster refers to a collection of data points aggregated 

together because of certain similarities.The processed data is 

clustered before training the model. The data is clustered 

based on location points to analyze the crime rate. On 

clustering the density of the crime hotspots is measured to 

trian the model to predict the future hotspotsclusters. We use 

K-Means Clustering here.Every data point is allocated to each 

of the clusters through reducing the in-cluster sum of squares. 

 

We willl define a target number k, which refers to the number 

of centroids we need in the dataset. A centroid is the 

imaginary or in this case real location representing the center 

of the cluster. 

 

Every data point is allocated to each of the clusters through 

reducing the in-cluster sum of squares. 

 

K means Clustering 

 
where, 

        ‗||xi - vj||‘ is the Euclidean distance between xi and 

vj. 

        ‗ci‘ is the number of data points in ith cluster.  

‗c‘ is the number of cluster centers. 

 

The data is clustered into location groups to analyze the 

crime rate of the locations. 

With a large number of variables, K-Means may be 

computationally faster than hierarchical clustering (if K is 

small). K-Means may produce higher clusters than 

hierarchical clustering. An instance can change cluster (move 

to another cluster) when the centroids are recomputed. 
 

 
Figure3.4 : Clstering the data based on nearest locations 

 

D. Train prediction model 

The clustered data is trained and tested using machine 

learning algorithm such as the Random Forest Algorithm. 

The model is trained to predict the possible future hotspots 

from the historical data already acquired combined with the 

new data that will be obtained from the users reporting 

harassment.The increase/decrease in the crime rate is 

monitored. 

 

 

 
Figure3.5 : Training the prediction model 
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The prediction model is established by constructing a decision 

tree. Decision trees have three main parts: a root node, leaf 

nodes and branches. The root node is the starting point of the 

tree, and both root and leaf nodes contain questions or 

criteria to be answered. Branches are arrows connecting 

nodes, showing the flow from question to answer. Each node 

typically has two or more nodes extending from it. For 

example, if the question in the first node requires a "yes" or 

"no" answer, there will be one leaf node for a "yes" response, 

and another node for "no." 

Once the tree is constructed the gain is calculated to 

make a decision in the feature. 

Gain(T,X) = Entropy(T) — Entropy(T,X) 

T = target variable 

X = Feature to be split on 

Entropy(T,X) = The entropy calculated after the 

data is split on feature X 

The final feature importance, at the Random Forest level, 

is it‘s average over all the trees. The sum of the feature‘s 

importance value on each trees is calculated and divided by 

the total number of trees. 

 

IV. RESULT AND DISCUSSION  

 

In this section, all the steps in each phase of the research 

methodology are investigated in detail. The project aims to 

predict crime hotspots and warn the users about it. 

 

The proposed system is tested on the datasets containing 

information collected by the users through a survey. This 

research was carried out taking the information of 356 users 

and their reports on harassment. The obtained information 

was stored in excel sheets in csv form after processing. 

 

Clustering of location data points is done using K-means 

clustering. One of the machine learning concept known as 

Random Forest is used for building the prediction model. It is 

used in this project for analyzing. For testing, the proposed 

method 256 user information were used. 

   

From the experimental results we came to know that the user 

can successfully report the crime by providing the accurate 

location coordinates. Once the user reports the crime the data 

is stored in the database and analyzed. The feature selection is 

made to get accurate results. Once the prediction model 

predicts the results it is communicated to the users in the 

webpage. Based on the prediction model the crime rate is 

determined. 

 

 
Figure4.1 : Crime rate analysis 

 

 The graph shows the crime rate fluctuation against the time 

intervals based on the predicted model. 

 

V. CONCLUSION AND FUTURE WORKS 

 

In this paper, The data collection is done through the online 

survey. The details of the crime are acquired along with the 

location and time. The location coordinates are obtained with 

the help of Google Maps GPS. The K-Means and Random 

Forest Algorithms give more accurate results than the 

previous systems. The project will help in prevention of 

harassment by monitring the crime rates. 
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