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Abstract-Anaphora Resolution (AR) is one of the complex tasks in computational linguistics. It is the process of finding the
referents in a given discourse. In this paper, anaphora resolution between a noun and its representative pronoun is presented
using a rule-based model. First of all, a set of test sentences are retrieved from the Bengali text corpus. Each of the test
sentences contains noun/s and its representative pronoun/s in it. Next, these sentences are processed using a set of rules to
establish the relation between noun/s and its representative pronoun/s. The experiment is carried out on a set of 200 structured
sentences and the overall accuracy is achieved 65.14%. The sentences are collected from the Bengali text corpus, developed in
the TDIL (Technology Development for Indian Languages) project of the Government of India. The challenges and pitfalls of

this work are described in this paper at last.
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l. INTRODUCTION

In this report, a work is presented on Anaphora Resolution
for Bengali Sentences. Anaphora resolution is one of the
major challenges in Natural Language Processing. In this
task, a word which refers to some earlier item in the
discourse is found out. This work is on a very common
appearance of anaphora resolution said pronoun resolution,
where a pronoun of a simple Bengali sentence refers to a
noun in the same Bengali sentence. For Example,

fC aFE1 72 fFER F1ET (T 32 TT© SIENF |

(Punti ekta bai kinechhe karon se bai porte valobase)
Here, “C¥” (se) is the pronoun in the second clause of the

sentence and it refers to “?ﬂﬁ” (Punti), noun in the first clause
of the sentence.

However, the process of anaphora resolution becomes
extremely complex for different real life sentences where
anaphor creates ambiguity. Since this type of understanding
is still poorly implemented in software, anaphora resolution
is currently an area of active research. Introduction of
anaphora resolution to many applications like machine
translation, opinion mining, automatic summarization,
information extraction etc. increases the accuracy of those
applications to far extent

There are various works in this field in English and other
European languages, but very few works are established in
South Asian Languages due to its complex linguistic
features. In this work, we are looking forward to propose a
rule based approach to find the relation between a pronoun
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and a noun in a single discourse present in a Bengali
sentence.

Il.  SURVEY

In this section, a brief survey in this domain is presented.

One of the earliest forms of this approach was proposed by J.
Hobbs [1] in 1979. According to this algorithm, one needs a
parse tree or a syntax tree for a given sentence to resolve this
problem. On encountering a pronoun, the parse tree of the
current sentence is parsed in a left-to-right sequence until a
noun is encountered with a correct gender and number
agreement.

Another method was proposed by S. Lappin and H.J. Leass
[2] in 1994 which used the method of salience factor.
Salience is a measure which indicates how likely a noun is to
co-refer to a specific pronoun or a lexical anaphora. Salience
values are assigned to each referring expression. Finally, a
noun with highest salience value and compatible with right
pronoun agreement features is chosen as a right antecedent.
Richard Evans and Constantin Orasan [3] improved anaphora
resolution by identifying animate entities in texts. In English
anaphora resolution, recognition of the animacy of noun
phrases (NP) improves the accuracy with which gender
agreement restrictions can be enforced between pronouns
and candidates. The work illustrates the animacy of English
NPs which is identified using a combination of a number of
tactics.

A. Dhar and U. Garain [4] attempted to find an optimized set
of salience values for doing anaphora resolution in Bengali.
This paper attempts to use an off-the-shelf anaphora
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resolution (AR) system for Bengali. The language specific
pre-processing modules of GUuiTAR (v3.0.3) are identified
and suitably designed for Bengali. Anaphora resolution
module is also modified or replaced in order to realize
different configurations of GuiTAR. Performance of each
configuration is evaluated and experiment shows that the off-
the-shelf AR system can be effectively used for Indic
languages.

In the work of T. Tazakka, Md. Asifuzzaman and Sabir
Ismail [5], pronouns and verbs are considered as anaphor and
nouns are considered as its antecedent. It shows that, anaphor
and antecedent in Bengali matches with each other in some
factors like Number, Gender and Person. In case of personal
pronouns in Bangla, status of person can be differentiated
such as Honorable, Normal and Negotiable. Experimenting
with these factors proved that this method works well and
give accuracy of around 80%.

The work proposed by Anwesa Bagchi [6] focuses on the
concept of origin and functional behavior of Postpositions in
Bangla with special reference to Prepositions in English. It
has been often observed that Postpositions in Bangla
function as case endings that develop syntactic relationship
between different syntactic units. Furthermore, Postpositions
carry valuable semantic information about the relationship
between the noun and the verb. This study concentrates on
these aspects of the Postpositions in Bengali with special
reference to similar functions performed by Prepositions in
English.

In the work proposed by U.K. Sikdar and group [7]
demonstrates adapting a state-of-the-art anaphora resolution
system for a resource poor language like Bengali.
Performance of any anaphoric resolver greatly depends on
the quality of a mention detector. A number of models for
mention detection have been developed based on heuristics
and machine learning. The experiments show that a
language-dependent system can attain reasonably good
performance when re-trained on a new language with a
proper subset of features.

I11. PRE-PROCESSING

In this work, first of all, a series of text pre-processing tasks
are executed, as-

A. Text Normalization

Before the experiment gets started, texts are normalized
through a series of text normalization steps, like- a)
detachment of punctuation marks like single quote (°), tilde
(~), double quote (“), parenthesis (), comma (,) etc.; b)
conversion of dissimilar fonts into similar one; c) removal of
angular brackets (<>), uneven space, broken lines, slashes
etc. from sentences; d) identification of sentences terminal
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“In

markers (i.e., dari (
interrogation), etc.)

), note of exclamation, and note of

B. A Sample non-Normalized Text
A text, retrieved from the Bengali text corpus is non-
normalized in nature (refer Figure 1).

TATE TR, ARG JET S»bS B

s, ofew e aTETERTE @
JYTFE ToFAT BIMT 88.35 , S3.3% , Sw.e8
$9.0% , 93 $9.09|

Figure 1. Sample non-normalized text

C. A Sample Text aftert Normalization
A sample normalized text, generated after the normalization
process is given below (refer Figure 2).

TATEN IR ARNGA TET So%S Y8

SFFERT APy AR AR G
TYFW TeFAT T 5835 SNk dwes
Yo AR LSdowl

Figure 2. Sample normalized text

D. Text Lemmatization

In every text processing related work, Lemmatization is one
of the most important pre-processing tasks to increase the
lexical coverage of the data. In this experiment, the stem part
and the POS of every word are evaluated manually.

A sample lemmatized text after manual text lemmatization is
presented below-

TRATTSNT/TRANS/n IR/ TA1/vb AfZATw=/ H R /n
T/ A /ad] SDBS/SDWS/n YBIE/FEF/n AT/ AT /n
SR/ AR/ ad] TETSEH/NEA/n TE/TA/vb
HITwT/FTT/n A ATAT/ AR ART/n SgFEE/ JEFER/n
A/ fGeTsrd/ M @/n a3:/93: /conj

FT6REE/ @THRE/n @ /G /n IATFE/INFA/ adj
TeFd1/ Tedd/adv BIE/BTE/ad] $835/583%/n
SNRB/SNRY/n beesg/sees/n ok /SNlok/n A2 /9F%/conj
Sdow/spow/n |

Figure 3. Sample lemmatized text

E. Identification of Conjunction

In this work, the relation between the noun and its
representative pronoun is resolved based on an assumption
that the noun and its representative pronoun are present in
two different clauses. So, the first task was to identify the
conjunction present in the sentence. Considering the

30



International Journal of Computer Sciences and Engineering

conjunction of the sentence, two clauses are obtained. For
Example, in this sentence-

At sEE 3R Tom FET 7 R T©
Iy |

Figure 4.Identifiation of conjunction

the word “433” is a conjunction. So, this word is identified
by the tagged Part-of-Speech of this word.

1IV. PROPOSED APPROACH

In the proposed approach, first the target sentences are
collected from the corpus. Next, the sentences are passed
through the text normalization (refer section 3.A) and
lemmatization (refer section 3.B) processes.

After that, the whole sentence is scanned for the pronoun/s.
In the proposed work, pronouns are categorized into 4
groups:

a) Singular Person Pronoun
b) Singular Object Pronoun
c) Plural Person Pronoun
d) Plural Object Pronoun

Next, by identifying the conjunction word, the sentence is
divided into two separate clauses.

After that, the noun/s in the sentence is/are also identified.
The nouns are categorized into two groups:

a) Person Noun

b) Object Noun

Finally, these nouns and pronouns are considered for
evaluation and a relation is established between them based
on some case (or rule).

The cases are as follows:

Case 1: One Person Noun and One Person Pronoun

If the first clause contains one person noun, and the second
clause contains one person pronoun, then the pronoun
definitely points to the noun.

For Example: 5f6 sT@a IR To® FET (7 X TO©
SR

(Punti galper bai parche karon se bai parte valobase)

Here, “’iﬁ” (Punti) singular person noun and “C7” (se) is
singular person pronoun. So, the pronoun “C¥” (se) means

“f6” (Punti).

Case 2: One Object Noun and One Object Pronoun

If the first clause contains one object noun, and the second
clause contains one object pronoun, then the pronoun
definitely points to the noun.

For Example: 31580 (B (W3IR ©F FF9 a6 AT

@ P BT 1
(Kagajti fele deoyai valo karan eti &r kona kéje lagbe nd)
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Here, 315155 (K4gajti) is a singular object noun and “af6”
(eti) is a singular object pronoun. So, the pronoun “af&” (eti)
definitely indicates the noun “F15I56” (Kégajti).

Case 3: One Person Noun, One Object Noun and One
Person Pronoun

If the first clause contains one person noun and one object
noun, and the second clause contains only a person pronoun,
then the person pronoun represents the person noun only.

For Example: 7 91T T TAfA FES (7 7 ol
(Ram §j skul jayni karan se asustha chhila)

Here, “1%” (Ram) is a person noun and “F” (Skul) is an
object noun and “(¥” (se) is a singular person pronoun.
Obviously, the person pronoun “(7” (se) represents the
person noun “S” (R&mM).

Case 4: One Person Noun, One Object Noun and One
Object Pronoun

If the first clause contains one person noun and one object
noun, and the second clause contains only an object pronoun,
then the object pronoun represents the object noun itself.

For Example: 3331 s/w sfe@iiterd MRetr (7@ 332
& 6T IR A1 =

(Krittikd ankan pratijyogitar praijtd pela thiki kintu seté
Réjeri prapya)

Here, “31aaT” (Krittika) is a person noun and “=TRS” (praij)
is an object noun and “CYGI” (setd) is a singular object
pronoun. Obviously, the object pronoun “(GT” (setd) refers
to the object noun “RSGT” (praijté).

Case 5: Two Person Nouns and One Compound Pronoun
If the first clause contains two person nouns and the second
clause contains one compound pronoun, then the pronoun
definitely points to those two nouns in the first clause.

For Example: I a3 a%d J9qT (e 332 e
OIE TSN AT (FS fqe @ FAaR|

(Ram eban Lakshan banabdase gechhila thiki kintu tader jayga
ar keu nite pareni kakhanai)

Here, “ST” (R4m) and “*T%7” (Lakshan) are person nouns
and “@©1Wd" (tader) is a compound pronoun. Obviously, the
compound pronoun indicates the nouns “f” (Ram) and
“eT%e” (Lakshan).

Case 6: Two Object Nouns and One Compound Pronoun
If the first clause contains two object nouns and the second
clause contains one compound pronoun, then the pronoun
definitely points to those two nouns in the first clause.

For Example: TN (BfA AIF (6TF ST (W (W8IR
©F FIFF 33TTMe T2 & (SR
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(Purono tebil ar cheyér gulo fele deoyai valo)

Here, “(GfaeT (tebil) and “CGITE" (cheyar) are object nouns
and “88{®™ (ogulote) is a compound pronoun. Obviously,
the compound pronoun indicates the nouns “Cbfe™ (tebil)
and “(6JTF” (cheyar).

Case 7: One Person Noun, One Object Noun, One

Person Pronoun and One Object Pronoun

If the first clause contains one person noun and one object
pronoun and, similarly, the second clause contains one
person pronoun and one object pronoun, then the person
pronoun points to the person noun in the first clause and in
the same way, the object pronoun points to the object noun.
For Example: IR S| ] AW & T

CIBTT SFQ QI 7]

(Niharikar kache guchchha bai achhe kintu se segulor gurutta
bojhe na)

Here, “SIfFF1E (Neeharikar) is a person noun, “3%” (bai)
is an object noun, “(;7” (se) is a singular person pronoun and
“(IBTTE” (segulor) is an object pronoun. Obviously, the
person pronoun “(S7” (se) indicates the person “FfFF
(Niharikdr) and object “CIBEF”
represents “J2” (bai).

pronoun (segulor)

Flowchart

Start

v

Sample Bengali text from Bengali
text corpus

¢ Texts are Normalized

Normalized texts obtained

l Texts are Lemmatized

Lemmatized text obtained

v

Sentences are split into two clauses

* With the help of some cases

Relation between nouns and its
corresponding pronouns are
established with the help of some

rules
v

END

Figure 5. Flowchart of the overall approach
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Legends Used in the Algorithm
To determine the category of the nouns and pronouns the
following legends have been used:

Noun Category POS tag used
1) Person Noun pn
2) Object Noun on
Pronoun Category POS Tag Used
1) Person Pronoun Singular pprns
2) Object Pronoun Singular oprns
3) Person Pronoun Plural pprop
4) Object Pronoun Plural oprnp

Parts of Speech POS Tag Used

1) Conjunctions conj
2) Others pos
V. OUTPUT AND CORRESPONDING

EVALUATION

By applying the above mentioned cases, the following results
have been obtained:

Case 1: Sentence containing one Person Noun and one
Person Pronoun.

Input:

FRREF/AR/pn A(/T/pos s{fer /5P /pos
IEHA/TSA/Pos TSV FS/TSTFIS/pos ST/ T=51F/pos
JAB/INB/pos ©}4/9% d/pos ©g3/@g/conj
SId/eTd/pprns SIPTET/SIPT=/pos a3/a%/pos
©% TGS TA/pos CTICTA/pos T/ 1@/pos
YRR/ ATFT/pos Fa/fFa1/pos |

Output:

In this sentence, “TRA” is the Person Noun in the first clause
and “@1g” is the Person Pronoun in the second clause. So,

after evaluating the sentence by the proposed algorithm, the
result is obtained as:

“@T” represents the noun word “Ifxa

Case 2: Sentence containing one Object Noun and one
Object Pronoun.

Input:
STeST/TeT/pos §iF/§/pos 23TN=8M/pos feaft/baron
SFN/3FT/pos IRIQICTRIRRIV e /fFe/conj

afe/afb/oprns SWS/AMT3/pos JATTe/AMT/pos fFa1/fFa1/pos
QA A%/ pos STAN/STA1/pos /TS T/pos |

Output:

In the above sentence, “f6aft” is an Object Noun (present in
the first clause) and “af6” is the Singular Object Pronoun
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(present in the second clause). So, after passing the sentence
through the algorithm, we get the output as:
«afg» represents the noun word “y33”

Case 3: Sentence containing one Person Noun, one Object
Noun and one Person Pronoun.

Input:

SR TP/ TP/ on APFAIFI/TPFAF/pn
o /faeae e /pos e /fowt/pos @ /fFw/conj
33fue/33fua/pos IE/TIR/pos (F/(F/pos HATS/NApos
CG/CB/pos aTI/SIsT1/pos fsferfsfarpprns
(TF/(WAT/pos  fASRS /AR a/pos  SIEG/EIG/pos
ATS/AT/pos (F2/(2/pos |

Output:

In the above sentence, “T¥&991q” is a Person Noun
(present in the first clause) and “STTRC™ N~ is an Object
Noun (present in the first clause) and “fsfer” is the Singular
Person Pronoun (present in the second clause). So, after
passing the sentence through the algorithm, we get the output
as:

«fSfer represents the noun word “s2Taa1y>

Case 4: Sentence containing one Person Noun, one Object
Noun and one Object Pronoun.

Input:

BISH/EIS/pn  R@/TZD/pos  ATI/S/pos  AFf6/aF/pos
(RIGET/(RMGET/on YRPO/NFpos  (CRRETA/ET3TTpos
fe/Fe/conj STE/STd/oprns JRE/ARE/pos

ISP /pos  Afoe/dAifeTe/pos  TTeRIS/2TORINS/pos
RI/28T1/pos (ST&=/AT8TN/pos FIFIR/FITFITF/pos |
Output:

In the above sentence, “B18¥1” is a Person Noun (present in
the first clause) and “CRIG” is an Object Noun (present in
the first clause) and “®1R” is the Singular Person Pronoun
(present in the second clause). So, after passing the sentence
through the algorithm, we get the output as:

“@TI” represents the noun word “RTG”

Case 5: Sentence containing Two Person Nouns and one
Compound Pronoun.

Input:

(STRICSTRTpn - 8/8/pos  Ra3/RaT/pn  wife=/aIfe=/pos
24I/20T/pos IF/IF/pos RAFTS/R(T8/conj SIWE/ ST/ pprnp
TO1/9813/pos sfea/sfEalpos AN/ 9FA1F/pos
AFFFN/ PN/ pos f&=e/feT/pos FApos |

Output:
In this sentence, “CSTAT” and “fI="” are the Person Nouns in

the first clause and “S1W=" is the Compound Pronoun in the
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second clause. So, after passing the sentence through the
proposed algorithm, we get the result as:
“@TWMA” represents the noun word “CSTTIAT” and “fIa3™

Case 6: Sentence containing Two Object Nouns and one
Compound Pronoun.

Input:

PrE/faEon  8/8/pos  SETPUSE/on  A¥w/a3e/pos

qie/fG/pos  STR/STR=/pos  (F/(F/pos  STATTRA/THTRA/POS

PIF3/FE/pos  (BIN/(BI/pos  *MG/GT/pos  HI//pos
e /deicon] INGPIE/ITGP/pos AR opmp
RIRIGHEIREIIN Tf¥/q8/pos SFFT/ANFH/pos
F@2/FF1/pos |

Output:

In this sentence, “f3[e” and “sfeTPT” are the Object Nouns
in the first clause and “a371” is the Compound Pronoun in the

second clause. So, after passing the sentence through the
proposed algorithm, we get the result as:

“aqT represents the noun word “ﬁTBFP’ and “Ser T

Case 7: Sentence containing one Person Noun, one Object
Noun, one Person Pronoun and one Object Pronoun.
Input:

TAGEA/AGF/pn  FAFTO/FAFTGTon  IATS/AM/pos
BIE/5T8TN/pos fFe/fF/conj A&/ AT/ oprns STA/ST/pos
RIGER/(RIG/pos I35 F/pos FH/FH/pos IEV/IT/pos

SIS AT/pprns JATCTAN/ATTI/pos |

Output:

In this sentence, “*5&” and “FeFTe1” are the Person Noun
and Object Noun respectively in the first clause and “@1a71”
and “a¥1=” are the Singular Person Pronoun and Singular
Object Pronoun, respectively, in the second clause. So, after

passing the sentence through the proposed algorithm, we get
the result as:

“@T4dT” represents the noun word «qfoF”

In the same way, all the seven cases are implemented on total
200 sentences and the percentage of accuracy is obtained as
given below-

Table 1. Overall Performance of the System

Cases 1 2 3 4 5 6 7

Accuracy 71 76 65 | 59 | 62 63 60

Therefore, the overall accuracy is achieved as 65.14%.
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VI. FEW CLOSE OBSERVATION

Some of the challenges which are observed closely during

the experiment are given below:

a. As there is not any tool for all word lemmatization in
Bengali, so the lemmatization task is performed
manually.

b. As the real life sentences are very much complex in
nature, they can’t be framed using any predefined rule.
It’s the main challenge in this work.

c. Person Names in conjugate form (like “Ffwam 51Fa”",

“F@W WA (A1 etc.) require separate rule for
processing.

VIl. CONCLUSION AND FUTURE WORK

This work establishes the relation between a noun and its
corresponding pronoun on structured sentences using a rule-
based system. Various works have been done on English
language but the works on resource poor languages like
Asian languages are comparatively less in number.

Some future works are yet to be done, such as-

a. Semantically related sentences are yet not covered in the
approach.

b. Simple sentences which do not contain any conjunction
but contains a noun and its corresponding pronoun in a
single sentence have not been considered in this model.

c. Complex sentences containing more than two clauses
have not been considered as well.
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