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Abstract— In machine learning, a very high dimensional data reduces the performance of a classifier. To overcome this, a 

relevant feature dimension reduction algorithm can be applied before applying any classification algorithm. Rough set theory 

[1] is a very good tool to reduce the feature dimension of an information system or decision system. However, if a decision 

system contains real-valued data, we cannot apply directly the rough set theory. Various extensions to rough set can be used to 

handle this kind of data. Among them, Fuzzy-Rough set theory [2], similarity based rough set model [3] are interesting. We 

propose an algorithm for dimension reduction using Euclidean distance oriented similarity based rough set model. To show the 

effectiveness of the algorithm, we take Grammatical Facial Expression Dataset from UCI Machine Learning Repository, 

created by Freitas et al. [4] and applied KNN classifier before and after feature dimension reduction. 
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I. INTRODUCTION  

Rough set theory [1] was proposed by Zdzisław I. Pawlak in 

1991. Rough set is a formal approximation of crisp set, 

described by lower approximation and upper approximation. 

Rough set theory can be used as a good tool for feature 

dimension reduction of an information system or decision 

system. However, we cannot apply rough set theory directly 

on an information system or decision system having real-

valued data. To overcome this situation there are many 

extensions on rough set theory is available, e.g., fuzzy-rough 

set theory [2], similarity based rough set theory [3] etc. In 

this paper we discuss Euclidean distance oriented similarity 

based rough set model. It is very well known fact that 

performance of a classifier highly depends on the dimension 

of the given data set. Here we show the performance of KNN 

classifier before and after dimension reduction using 

Euclidean distance oriented similarity based rough set model.  

Rest of the paper is organized as follows, Section I contains 

the introduction, Section II contains the concept of rough set 

theory, Section III contains the concept of similarity based 

rough set model, Section IV describes the performance of 

KNN classifier on grammatical facial expression recognition 

before and after feature dimension reduction using Euclidean 

distance oriented similarity based rough set model, and 

section V contains the conclusion and future scope. 

 

II. ROUGH SET THEORY  

In this section, we recall the basic rough set theory [2,5] and 

its related terms. To define rough set first we need to define 

information system and decision system. 

A. Information System 

An information system can be defined as I = (U, A), where U 

indicates finite, non-empty set of objects and A indicates 

finite, non-empty set of attributes, i.e. a: U  Va for aA, 

where Va  is called the value set of a.  

B. Decision  System 

In a decision system A = CD, where C is the set of 

conditional attributes and D is the set of decision attributes. 

C. Rough Set 

Let, PA, the equivalence relation can be defined as follows: 

IND(P) = {(x,y)U
2
 | aP, a(x) = a(y)} [1] 

We can calculate the partition of U as follows: 

U/P = ⊗{aP: U/IND({a})}  

where A ⊗ B = {X∩Y: XA, YB, X∩Y∅}.  

 

If (x1,x2)IND(P), then x1 and x2 are indiscernible by the 

attribute subset P. The equivalence classes of P-

indiscernibility relation can be denoted by [x]P. 

D. Lower Approximation 

Let XU, the P-lower approximation of a set can now be 

defined as: 

 X = {x | [x]PX }  
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E. Upper Approximation 

P-upper approximation of a set can be defined as: 

  X = {x | [x]P∩X ∅ }  

F. Rough Set 

Rough set is defined by the pair < X,  X>.  

G. Positive Region 

Let us assume that P and Q are the equivalence relations over 

U. The positive region P over Q can be defined as: 

POSp(Q)=  X  U/Q  X  

H. Dependency Factor 

Let, P,QA, the dependency factor γp (Q) can be defined as: 

γp (Q) = | Posp (Q) | / |U| where |U| indicates the cardinality 

of set U and | Posp (Q) | indicates the cardinality of Posp (Q). 

I. Dimension Reduction using Rough Set 

Let us take an example of a small decision system [5] shown 

in Table 1. 

Table 1. Decision System 

 a b c d q 

x1 1 0 1 2 0 

x2 2 1 2 2 2 

x3 1 1 2 1 1 

x4 1 2 2 1 2 

x5 0 0 1 2 1 

x6 1 2 0 1 2 

 

Here, U={x1, x2, x3, x4, x5, x6}, A= {a, b, c, d, q} where C= 

{a, b, c, d} and D= {q}. 

Considering Q={q} we get the partition of U as below: 

U/Q={X1, X2, X3} Where X1={x1}, X2={x2, x4, x6}, X3={x3, x5}. 

Now, considering P={a}, we get the equivalence classes as: 

U/P={{x1, x3, x4, x6}, {x2}, {x5}}. 

Let us now find the lower approximations as: 

PX1={∅},  PX2={x2},  PX3={x5}. 

The positive region POSp(Q)=  X  U/Q PX ={x2, x5}. 

Hence, {q} depends on {a} in a degree γ{a}({q})  

where γ{a}({q})= | Pos{a}({q}) | / |U| 

= | {x2, x5}| / |{x1, x2, x3, x4, x5, x6}| = 2/6. 

In the similar fashion, we can calculate the dependencies for 

all possible subsets of C as: 

γ{a}({q})=2/6,  γ{b}({q})=0,  γ{c}({q})=1/6,  

γ{d}({q})=0, γ{a,b}({q})=1,  γ{a,c}({q})=4/6, 

γ{a,d}({q})=3/6, γ{b,c}({q})=2/6, γ{b,d}({q})=4/6, 

γ{c,d}({q})=2/6, γ{a,b,c}({q})=1, γ{a,b,d}({q})=1, 

γ{a,c,d}({q})=4/6, γ{b,c,d}({q})=4/6, γ{a,b,c,d}({q})=1. 

 

Here {a,b} is the minimal subset of the conditional attributes 

for which dependency factor is equal to 1. 

Hence, {a,b} is one reduct. 

 

J. Dimension Reduction using Rough Set when Attribute 

Values Contains Real-Valued Data 

Let us now modify the above example a little as shown in 

Table 2. 

  Table 2. Modified Decision System 

 a b c d q 

x1 0.99 0 1 2 0 

x2 2 1 2 2 2 

x3 1.01 1 2 1 1 

x4 1 2 2 1 2 

x5 0 0 1 2 1 

x6 1 2 0 1 2 

 

If we now calculate the reduct using rough set theory 

directly, we find {a} as one reduct.  

As per our intuition, it is clear that {a} should not be a reduct. 

So, how to overcome this situation? One of the solutions is 

similarity based rough set model. 

 

III. SIMILARITY BASED ROUGH SET MODEL 

 

In similarity based rough set model [3] instead of an 

indiscernibility relation a similarity relation is used.  

A.  Euclidean Distance Oriented Similarity Based Rough Set 

Model 

Here, similarity between two objects is measured through the 

Euclidean distance. To use Euclidean distance measure we 

need to normalize the data set.  

Let B  A, to construct global similarity relation we can 

define xSIMBy iff EDB(x,y)≥t, where EDB(x,y) indicates the 

Euclidean distance between x and y based on the attributes B 

and t indicates a predefined threshold. 

B. Algorithm to Find a Reduct Using Euclidean Distance 

Oriented Similarity Based Rough Set Model 

C ←Conditional attribute set 

D ←Decisional attribute set  

Step-1: Normalize the decision system 

Step-2: Set the value of t  

Step-3: R ← {} 

Step-4: Do  

Step-5:    T ← R  

Step-6:    ∀ x ∈ (C-R) 

Step-7:       if γ R∪ {x}(D) > γT(D)   

Step-8:          T ← R∪{x} 

      Step-9:    R ← T 

Step-10: Until γR(D) ≥ γC(D) 

Step-11: Return R 

 

IV. GRAMMATICAL FACIAL EXPRESSION RECOGNITION 

 

Here, we take Grammatical Facial Expression Dataset from 

UCI Machine Learning Repository, created by Freitas et al. 

[4]. The conditional attributes containing one hundred 

coordinates (x, y, z) of points from eyes, nose, eyebrows, face 

contour and iris as shown in Figure 1 below. 
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Figure 1.  Attribute point locations on user face 

Based on the conditional attributes, the decisional attributes 

are as follows: 

1. Affirmative 

2. Conditional 

3. Doubt Question 

4. Emphasis 

5. Negative 

6. Relative 

7. Topics 

8. WH Question 

9. YN Question 

We took only the positive samples for our classification. We 

consider 80% data of each class as training data and 20% data 

of each class as test data. Now we use KNN classifier for 

classification purpose. The performance of the classifier 

(taking K=3) is shown in Table 3 below: 

Table 3. KNN performance on complete dimension of data  

Decision Class 

Total 

Number of 

Samples 

Number of 

Successful 

Classification 

Success 

Rate 

(%) 

Affirmative 94 81 86.17 

Conditional 114 92 80.7 

Doubt Question 127 116 91.33 

Emphasis 86 71 82.55 

Negative 124 98 79.03 

Relative 119 90 75.63 

Topics 83 56 67.46 

WH Question 116 113 97.41 

YN Question 124 106 85.48 

Total: 987 823 83.38 

   

Now, if we apply Euclidean distance oriented similarity based 

rough set model to find a reduct using our algorithm, we find 

the attribute subset {9, 25, 82} as reduct. 

Based on this reduced dimension of data if we apply KNN 

classifier (taking K=3), we get the result as shown in Table 4 

below: 

Table 3. KNN performance on reduced dimension of data  

Decision Class 

Total 

Number of 

Samples 

Number of 

Successful 

Classification 

Success 

Rate 

(%) 

Affirmative 94 83 88.3 

Conditional 114 93 81.58 

Doubt Question 127 122 96.06 

Emphasis 86 80 93.02 

Negative 124 115 92.74 

Relative 119 103 86.55 

Topics 83 71 85.54 

WH Question 116 115 99.14 

YN Question 124 118 95.16 

Total: 987 900 91.18 
   

So, here we can clearly see the benefit of our dimension 

reduction algorithm for KNN classifier.  

V. CONCLUSION  

This paper focused on standard rough set model and 

similarity based rough set model. We proposed an algorithm 

to find a reduct using Euclidean distance oriented similarity 

based rough set model. Finally we showed its effectiveness 

on KNN classifier. The reason for selecting KNN classifier 

is, both Euclidean distance based similarity based rough set 

model and KNN classifier use the distance measure between 

the objects. In future we shall make a comparative study by 

applying the result of the dimension reduction on other 

classifiers. 
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