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Abstract — Nowadays, time is very important in computational field. Today every field in computer science has a huge 

amount of data, and we need to process data to get valuable information out of it. To reduce the processing time and 

using of maximum capacity of processor, we divide a large computation problem in to small chunks that is processed by 

individual processor. Recent microprocessors, becomes possible to utilize the parallelism using multi-cores which 

support improved SIMD instructions. In this paper we present the GPU based of Parallel Processing architecture, 

working and its applications for performing fast execution of a task. 
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I. INTRODUCTION 

A huge computational task may take very long time to 

find accurate result when it processed on Single 

Processor. Every processor has its own physical 

architectural limit and maximum processing speed. To 

overcome this condition multiple processors are 

introduced in which each processor co-ordinate to other 

that leads to Parallel Computing. In parallel computing 

architecture huge computational problem can be divided 

into multiple problems that can be handled by different 

cores independently and result comes after recombination 

of all solutions of problem. GPU and CPU have 

heterogeneous architecture; it has unique opportunity for 

energy conservation [1]. GPU performs over large 

number of cores which gives better results compare to 

CPU. A graphics processing unit or GPU is a specialized 

microprocessor that discharges and accelerates 3D or 2D 

graphics. It is used in embedded systems, mobile phones, 

personal computers, workstations, and game consoles. 

GPU is widely used for cost effective and high 

performance computing. Currently GPU and CPU have 

also competence to solve complex problem with high 

performance. GPU needs specific software and libraries 

like MPI and OpenMP that execute any parallel 

application [2]. Currently GPU processes image like 

highly parallel multithreads, with marvelous computation 

speed and very eminent memory bandwidth.  

 

II. ARCHITECTURE OF CPU AND GPU 

COMPUTING 

 

A GPU (Graphics Processing Unit) acts as a co-processor 

to accelerate CPU for computing. The GPU accelerates 

application running on the CPU (Central Processing 

Unit) by loading some complex and time consuming 

problems on GPU, rest of the application as is on CPU. 

 

CPU core support fewer threads and does not require 

additional data communication; on the other hand GPU 

needs huge number of current threads. 

Mostly, CPU has up to 12 cores whereas GPU have up to 

512 cores in a single chip [3]. 

 

 
Figure.1 CPU Architecture [20] 

 

Control unit fetches the instruction/data from memory 

decode the instruction and then sequentially executed the 

programming task, whereas parallel computing also have 

same design but little bit changes in its processing units. 
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A GPU is a heterogeneous chip multiprocessor. 

 

 

 

 
Figure. 2 GPU Architecture [21] 

 

NVIDIA introduces first GPU (GeForce256 announce 

by Nvidia on 31 August 1999 and release on October 

11,1999 )  [5] that operates on scientific application 

which lead to GPGPU (General Purpose Graphics 

Processing Unit) computing. NVidia realizes the 

complexity of GPGPU so that it adds high level language 

like C and C++.     

 
 

Figure.3 Single & Multicore Core Architecture  

 

III. FLYNN’S CLASSICAL 

 

To Understand Parallel computers one of the most widely 

classification is Flynn’s Classification introduced in 1966 

[8]. Parallel computer also have different memory 

architecture such as UMA (Uniform Memory Access), 

NUMA (Non Uniform Memory Access), and Hybrid 

distributed shared memory. 

 
Figure. 4 Flynns Classification 

 

A. SISD (Single Instruction Single Data)  

A serial (Non Parallel) computer that have only one 

instruction stream is being acted on by the CPU during 

any one clock cycle and only one data stream is being 

used as input during any one clock cycle, It act as 

deterministic execution. 

Exa.:  UNIVAC,IBM360,Cray etc. 

 
 

Fig. 5 SISD, SIMD, MISD, MIMD [22] 

 

B. SIMD (Single Instruction Multiple Data) 

 

 A type of parallel computer which has all processing 

units execute the same instruction at any given clock 

cycle and each processing unit can be operated on a 

different data element. 

Exa.:- Cray X-MP, CrayY-MP, ILLIAC IV etc. 

 

C. MISD (Multiple Instruction Single Data) 

 

 A type of parallel computer which has all processing 

units operates on the data independently via separate 

instruction stream and single data steam is fed into 

multiple processing units. 

 

D. MIMD (Multiple Instruction Multiple Data)  

 

A type of parallel computer which have every processor 

may be executing a different instruction stream and every 

processor may be working with different data stream. 

Exa.:- IBM POWER5, Intel IA32, IBM BG/L etc. 
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IV. LITERATURE REVIEW 

 

Suichi Asano,T Sutomu and Yoshiki Yamaguchi [4]. 

proposed a performance of image processing, it also 

becomes possible to utilize the parallelism using 

multi-cores which supports improved SIMD instructions, 

though programmers have to use them explicitly to 

achieve high performance.  They use Nvidia GTX280 

because it supports programming environment called 

CUDA (Compute Unified Device Architecture) [5]. GPU 

can show its best performance. T. Brandes, A. Arnold, T. 

Soddemann, and D. Reith, discuss how well the 

Gram-Schmidt method performs on different hardware 

architectures, including both state-of-the-art GPUs and 

CPUs. NVIDIA GeForce GTX580, GPU is about 50% 

faster than a corresponding Intel X5650 Westmere 

hexacore CPU [6]. Ben Cope studied a 2D  convolution 

algorithm implementation on data streaming and 

pipeline, GPU architectures  Throughput exceeds that of 

the CPU for all filter sizes [7]. Gurindar singh and Aman 

kaurra try to explain how a big task can be divided in to 

small number of sub task which can be handled by 

different processors. They also try to explain 

considerable different forms of parallel computing like 

instruction, bit, data and task level parallelism. In GPU 

computing, a job is broken down in multiple similar 

subtasks that can be processed separately and form a 

results after the completion of the job processing [8]. 

Bhavna Samel, Shubhrata and Prof. A.M. Ingole try to 

explain performance of GPU that’s optimized for which 

are highly effectively than a CPU that’s optimized [9]. 

One of the members of IEEE Craig A. Lee try to explains 

GPU performance and architecture on remote sensing 

areas [10]. Kai Ma explains GPU-CPU adopted in high 

performance computing, because of their competence of 

providing high computational throughput.  

 

For GPU, CPU heterogeneous architectures GPU 

dynamically split. Current research goes on performance 

of the GPU-CPU, while the energy expertise of such 

systems receives much less attention. GreenGPU 

randomly control the frequencies of GPU cores, based on 

their utilizations, for maximized energy savings with only 

marginal performance degradation [1]. Christian Martin 

explained importance of architectural alternatives they 

clear up the reasons of the Post- Dennard scaling regime 

and discussed the consequences for future multicore 

designs [11]. Many time for Speed-up measures a GPU 

works faster than a CPU one when both programs solve 

the same problem. Speed-up is denoted by Sp which is the 

ratio of Ts and Tp and can be represented as  

  

 

Hence Sp measures the benefit of GPU over CPU [12]. 

So According to the Amdahl’s law, Due to the 

communication cost, the speed-up is always less than 

equal to the number of processors used in parallel 

computer [13]. 

 

V. WHY PARALLEL COMPUTING AND IT’S 

APPLICATION 

 

GPU also important for making super computer like 

Tianha - 2 (China), It has 3120000 cores, Titan (USA), 

It uses a total of 561,000 Opteron 6274 16-core 2.2GHz 

processors along with NVIDIA GPUs, Sequoia (USA), 

IBM machine with  1.6 million 16- core processors. It has 

a performing speed of 17.2 petaflops [14]. Parallel 

computing provides concurrency execution of task, solve 

huge and complex problem, the real world is monolithic, 

save time and cost and also better performance of 

software and hardware. Parallel computing plays a vital 

role on different fields like science, engineering, 

industrial & commercial, space, aeronautics    and 

medical area. 

 

Medical: For the diagnostic of cancer patient, Using 

image processing it is easy to describe specific 

description of tumor [15, 16]. 

 

Science & Engineering:  NVidia CUDA is an extension 

to C language offer programming efficiency to General 

purpose GPU (GPGPU). It offers high performance 

computing platform in remote sensing areas [17, 18, 19]. 

 

GPU Industry: Many applications have been developed 

to use GPUs for supercomputing in various fields Like 

Scientific Computing: Molecular Dynamics, Genome 

Sequencing, Mechanical Simulation, Quantum 

Electrodynamics, Image Processing,  

Registration, interpolation, feature detection, 

recognition, filtering Data Analysis Databases, sorting 

and searching, data mining.  

VI. CONCLUSION 

In this paper, we studied detailed overview of 

architecture, memory structure and application of GPU 

based parallel computing. Using GPU computing our 

system performance is increases. We must use 

parallelism for the increased performance required to 

deliver more value to users. A GPU that’s optimized for 

throughput delivers parallel performance much more 

powerfully than a CPU. We tried to explain importance 

and difference between CPU and GPU. In this era it is 

important to work on GPU computing so that we can 

explore the power of Digital World and Artificial 
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Intelligence system (AI). In future researchers may try to 

focus on energy consumption with performance.  
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