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Abstract—A vast amount of text data is recorded in the forms of repair verbatim in railway maintenance sectors. Efficient text 

mining of such maintenance data plays an important role in detecting anomalies and improving fault diagnosis efficiency. 

However, unstructured verbatim, high-dimensional data, and imbalanced fault class distribution pose challenges for feature 

selections and fault diagnosis. We propose a bilevel feature extraction-based text mining that integrates features extracted at 

both syntax and semantic levels with the aim to improve the fault classification performance. We first perform an improved χ2 

statistics-based feature selection at the syntax level to overcome the learning difficulty caused by an imbalanced data set. Then, 

we perform a prior latent Dirichlet allocation-based feature selection at the semantic level to reduce the data set into a low-

dimensional topic space. Finally, we fuse fault features derived from both syntax and semantic levels via serial fusion. The 

proposed method uses fault features at different levels and enhances the precision of fault diagnosis for all fault classes, 

particularly minority ones. Its performance has been validated by using a railway maintenance data set collected from 2008 to 

2014 by a railway corporation. It out performs traditional approaches. 
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I.  INTRODUCTION 

 

a) INTELLIGENT TRANSPORTATION SYSTEMS 

Intelligent transportation systems (ITS) are advanced 

applications which, without embodying intelligence as such, 

aim to provide innovative services relating to different modes 

of transport and traffic management and enable various users 

to be better informed and make safer, more coordinated, and 

'smarter' use of transport networks[1] – [5]. Although ITS 

may refer to all modes of transport, defined ITS as systems in 

which information and communication technologies are 

applied in the field of road transport, including infrastructure, 

vehicles and users, and in traffic management and mobility 

management, as well as for interfaces with other modes of 

transport. 

b) INTELLIGENT TRANSPORTATION 

TECHNOLOGIES 

Intelligent transport systems vary in technologies applied, 

from basic management systems such as car 

navigation; traffic signal control systems; container 

management systems; variable message signs; automatic 

number plate recognition or speed cameras to monitor 

applications, such as security CCTV systems; and to more 

advanced applications that integrate live data and feedback 

from a number of other [6] [8] [9]sources, such as parking 

guidance and information systems; weather information; 

bridge de-icing (US deicing) systems; and the like. 

Additionally, predictive techniques are being developed to 

allow advanced modelling [7] [10] and comparison with 

historical baseline data. Some of these technologies are 

described in the following section. 

c) WIRELESS COMMUNICATIONS 

Various forms of wireless communications technologies have 

been proposed for intelligent transportation systems. Radio 

modem communication [11] on UHF and VHF frequencies 

are widely used for short and long range communication 

within ITS.Short-range communications [13] [15] [12] of 

350 m can be accomplished using IEEE 802.11 protocols, 

specifically WAVE or the Dedicated Short Range 

Communications standard being promoted by the Intelligent 

Transportation Society of America and the United States 

Department of Transportation. Theoretically, the range of 

these protocols can be extended using Mobile ad hoc 

networks or Mesh networking. Longer range 

communications have been proposed using infrastructure 

networks such as WiMAX (IEEE 802.16), Global System for 

Mobile Communications (GSM), or 3G. Long-range 
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communications using these methods are well established, 

but, unlike the short-range protocols [14] [16] [17] 18], these 

methods require extensive and very expensive infrastructure 

deployment. There is lack of consensus as to what business 

model should support this infrastructure. 

d) COMPUTATIONAL TECHNOLOGIES 

Recent advances in vehicle electronics have led to a move 

towards fewer, more capable computer processors on a 

vehicle. A typical vehicle in the early 2000s would have 

between 20 and 100 individual 

networked microcontroller/Programmable logic 

controller modules with non-real-time operating systems. 

The current trend is toward fewer, more 

costly microprocessor modules with hardware memory 

management and real-time operating systems. The 

new embedded system platforms allow for more 

sophisticated software applications to be implemented, 

including model-based process control, artificial intelligence, 

and ubiquitous computing. Perhaps the most important of 

these for Intelligent Transportation Systems [19] [20] 

is artificial intelligence. 

e) FLOATING CAR DATA/FLOATING CELLULAR 

DATA 

In developed countries a high proportion of cars contain one 

or more mobile phones. The phones periodically transmit 

their presence information to the mobile phone network, 

even when no voice connection is established. In the mid-

2000s, attempts were made to use mobile phones as 

anonymous traffic probes. As a car moves, so does the signal 

of any mobile phones that are inside the vehicle. 

 

II. METHODOLOGY 

 

At the syntax level, we propose an improved χ2 statistics 

(ICHI) to cope with the feature selection of imbalanced data 

set. First, we overcome the negative effect of imbalanced 

data set by adjusting the feature weight of minority and 

majority classes. This makes minority classes relatively far 

away from the majority ones. Second, we consider the 

Hellinger distance as a decision criterion for feature 

selection, which is shown to be imbalance-insensitive. The 

proposed ICHI can be regarded as feature selections at the 

syntax level because it mainly uses the document-word 

matrix. 

 

 

III. RESULTS AND DISCUSSION 

 

This section presents the results for the evaluation of the 

proposed approach PTM (IPE), inner pattern evolving in the 

pattern taxonomy model. The summarized results are 

described in Fig. 1. Since not all methods can complete all 

tasks in the last 50 TREC topics. As aforementioned, 

itemset-based data mining methods struggle in some topics 

as too many candidates are generated to be processed. In 

addition, results obtained based on the first 50 TREC topics 

are more practical and reliable since the judgment for these 

topics is manually made by domain experts, whereas the 

judgment for the last 50 TREC topics is created based on the 

metadata tagged in each document. 

 

Fig 1: Comparison of  PTM (IPE) and other major 

models in five measures for the 100 topics 
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IV. CONCLUSION 

 

Text mining of repair verbatims for fault diagnosis of railway 

systems poses a big challenge due to unstructured verbatims, 

high-dimension data, and imbalanced fault classes. In this 

paper, to improve the fault diagnosis performance, especially 

on minority fault classes, we have proposed a bi-level feature 

extraction-based text mining method. We first adjust the 

exclusive feature weights of various fault classes based on χ2 

statistics and their distributions. Then we reselect the 

common features according to both relevance and Hellinger 

distance. This can be categorized as feature selection at the 

syntax level. Next, we extract semantic features by using a 

prior LDA model to make up for the limitation of fault terms 

derived from the syntax level. Finally, we fuse fault term sets 

derived from the syntax level with those from the semantic 

level by serial fusion. The proposed bi-level feature 

extraction method has been evaluated by RTP /RFP and F1-

measure with a real data set collected by a railway company 

in China. The experiments show that the diagnosis results of 

the proposed feature fusion method, especially for minority 

fault classes, are much better than those of the traditional 

ones, such as χ2 statistics and information gain. Efficient 

feature fusion methods play an important role in feature 

extraction. Therefore, such powerful methods as parallel 

feature fusion should be further researched to improve the 

proposed method’s performance Other merging learning 

methods should also be explored for better imbalanced 

classification. 
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