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Abstract— In this paper, we are analyzing the finite source queueing system with catastrophe. This model is completely solved 

by using continued fraction method. We have calculated the compact solutions of steady state probabilities of number of 

occupants in the system and various system performance measures. Analytical and pictorial studies are also carried out. 
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I.  INTRODUCTION 

The study of the crowd in waiting line is called queueing 

theory. Machine-fixing model is called a finite source 

queueing model (sometimes called the finite population) 

Donald Gross [2]. This model is applied to machine fixing, 

where the calling population is the machines, an arrival 

corresponds to a machine malfunction, and the repair 

technicians are the server. The literature on finite source 

queueing model has grown over the years. During the past 

few years, a Finite source queues have received considerable 

attention from researchers who are interested in theoretical 

and practical applications. We can apply finite source queue 

in various computer and telecommunication fields. 

Catastrophe is modeled with computers which affected by 

viruses. Application of Catastrophe was discussed by various 

authors in few decades such works include Hanson and Tuck 

well [3], Artalejo[1], Jain[5]. Muthuganapathi 

Subramanian.A, Gayathri. S [8] has analyzed a single server 

queuing system with catastrophe, Krishna Kumar, 

Krishnamoorthy, PavaiMadheswari and Sadiq Basha[7] 

analysed single server queues with catastrophe, Hisao 

Kameda [4] analysed finite source queue with different 

customers. Kalyanaraman [6] has considered a single server 

retrial queueing system with two types of arrivals and finite 

number of repeated customers. 

II. MODEL DESCRIPTION 

In this model, we consider the calling population is finite of 

size  . We have assumed that arrival rate   and the service 

time   follows a Poisson and exponential distribution 

respectively. Further, we assumed that the catastrophe rate   

and   is the rate of return from inactive state, in which both 

follows a Poisson process. 

 

We define, 

1np   : denotes steady state probability of n occupants  

idlep  Or P00: Steady state probability that the server is idle.

inactivep
 Or P02

:  Steady state probability that the server is 

inactive.  

III. PROBABILITY DISTRIBUTIONS  IN STEADY 

STATE 

 

The balance equations for this model are given by 

 

00 00 02 11( ) ( ) ( ) ( ) ( )p t M p t p t p t        

             

 (1)
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(2)                                                                                                                         

 

1 1 11 11( ) (( ) ) ( ) ( ( 1)) ( ) ( )

                                                                          

n n n np t M n p t M n p t p t     
         

,   

for n = 2, 3..., M - 1                                    (3) 

 

02 02( ) ( ) ( )p t p t                        (4) 

 

1 1 11( ) ( ) ( )M Mp t p t p t                      (5)                                                                                                      
 

When ‘t’ goes to  , then we get the balance equations from 

(1) to (5) as follows: 

 

00 02 110 ( )M p p p                         (6)                                                                                                   
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(7)                                                                                

11 1 11(( ) ) ( ( 1)) 0,for n = 2,3,4,...,M-1
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1 11 110 (( ) ) ( ( 1))n n nM n p M n p p             
,
 

for n = 2, 3..., M-1                                  (8) 

020 ( ) p                        (9) 

1 110 Mp p   
                                                    (10)    

Theorem 1: For the finite source queueing system with 

catastrophe, if the server is busy and idle then the steady state 

probability distribution of the occupants are given by    

      (     )  (     )    (     )       

       
   

 

   
  

  ∑ ∏   (     )  (     )   (     )
 
   

 
    

 

Proof:    The steady state probabilities are obtained by using 

continued fraction method. 

 

Defining 

An = (M – n) , for n = 0,1,2,…, M-1  (11)

                                                                   

Bn = (M – n)     , for n = 1,2,3,…,M-1    (12) 

 

 ( )  
   

   
                  (13)

                                                                                                  

 ( )  
   

      
, for n = 2, 3…, M           (14)

                                                                         

From (6), we get  
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 (    )  

    

   
    (   )              (15)                                               

 

From (7), we get 
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 (   

  

 ( )
)    (   )  (16)

                                                             

 

Consider the difference equation     

  (17)                                                                    

 

 

Replace n by (n-1) in equation (17), we get 

                                (18)

                                                              

From the equation (18), we get 
   

      
 

 

 
(     

    

(
       
      

)
) , for n= 3,4, 5…, M            (19)      

                                                            

  ( )  
   

      
 

 

 
      

    

 (   )
 ,for n =3,4, 5…., M      (20)                                                                                                                                                 

 

From equations (15), (16) and (20), we get 

 

      (     )           (21)

                                                                           

 

      (     )  (     )          (22) 

                                                                                                 

In general, 

          (     )  (     )    (     )           (23)                                                                               

 

Using the normalized condition  

00 02 11 21 1... 1Mp p p p p    
    

(24)

                                                                        
 

From the equation (9),   
02P



 


     
(25)

                                                  
 

From the equation (10), 1 11MP P





    
(26)

                                        

Using equations (23) & (25) in the equation (26)                                       
 

       
   

 

   
  

  ∑ ∏   (     )  (     )   (     ) 
   

 
   

    (27) 

                                                             

idleP  is obtained by solving the equation (27), it represents 

the steady state probability of the server is idle in the system 

and using this, we get 

 

         (     )  (     )    (     )             (28)                                                                          

 

Therefore, the equation (28) represents the probability of n 

occupants when the server is busy in the steady state.

 

 

Theorem 2: Expected number of occupants in the system in 

steady state is given by 

 

   
 ∑   (  (     )  (     )   (     )) 

       
 

   
  

  ∑ ∏   (     )  (     )   (     ) 
   

 
   

   

   

Proof: 

Expected number of occupants in the system is given by 

 
1

0

M

s n

n

L np



             

(29)

                                                                                                       

 

Using the equation (27) in (29), we get 

 

   
 ∑   (  (     )  (     )   (     )) 

       
 

   
  

  ∑ ∏   (     )  (     )   (     ) 
   

 
   

  (30)

                                                              

This is the Expected number of occupants in the system for 

finite source queueing system with Catastrophe. The 

remaining system measures ,  and Wq s qL W  can be obtained 

by using Little’s formula. 
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IV. SYSTEM PERFORMANCE MEASURES 

The system performance measures are most important for 

every queueing system. We are formulated various formulae 

to find such measures by using the steady state probabilities 

which are described by the equations (25), (27), (28) and (30) 

 

1. The Probability that the server is idle  

       
[  

 

   
 ]

  ∑ ∏   (     )  (     )   (     )
 
   

 
   

 

2. The Probability that the server is inactive 

          
 

   
 

3. The Probability that the server is busy is given by, 

∑    

 

   

  ∑ ∏  (     )  (     )   (     )

 

   

     

 

   

 

4. Expected number of occupants in the system is given 

by 

  

 
 ∑   (  (     )  (     )    (     ))

 
       

 

   
  

  ∑ ∏   (     )  (     )    (     )
 
   

 
   

 

 

V. NUMERICAL ANALYSIS 

 

We discussed that the different values of λ, μ, δ and γ are 

chosen to satisfy the stability condition. Table 1, Table 2 and 

Table 3 show Steady State Probabilities for server idle and 

sever busy for numerous values of the system parameters, we 

infer that 

 The probability that the server is idle gets decreases 

and that the server busy gets increases if arrival rate 

λ increases.  

 For a fixed value of λ and μ, {Pn} tends to zero. 

 

Table 4, Table 5 and Table 6 show System Performance 

Measures for server idle and busy for numerous values of the 

system parameters, we infer that the probability that the 

server idle gets decreases and that the server busy gets 

increases and expected no. of occupants increases, if arrival 

rate λ increases. 

 

Table:1 Steady State Probabilities for different λ when      μ 

=10, δ =5 and γ = 2 for finite population size M = 3 

λ Pidle Pinactive P11 P21 P31 

1.0000 0.5554 0.2857 0.1349 0.0222 0.0018 

1.5000 0.4901 0.2857 0.1757 0.0430 0.0054 

2.0000 0.4333 0.2857 0.2038 0.0661 0.0110 

2.5000 0.3841 0.2857 0.2221 0.0894 0.0186 

3.0000 0.3416 0.2857 0.2329 0.1118 0.0280 

3.5000 0.3049 0.2857 0.2382 0.1325 0.0387 

4.0000 0.2731 0.2857 0.2395 0.1513 0.0504 

4.5000 0.2456 0.2857 0.2378 0.1679 0.0630 

5.0000 0.2217 0.2857 0.2341 0.1824 0.0760 

5.5000 0.2010 0.2857 0.2290 0.1950 0.0894 

6.0000 0.1829 0.2857 0.2229 0.2057 0.1029 

6.5000 0.1670 0.2857 0.2162 0.2148 0.1163 

7.0000 0.1530 0.2857 0.2091 0.2224 0.1297 

7.5000 0.1407 0.2857 0.2020 0.2287 0.1429 

8.0000 0.1299 0.2857 0.1948 0.2338 0.1558 

8.5000 0.1202 0.2857 0.1877 0.2379 0.1685 

 
Table: 2 Steady State Probabilities for different λ when     μ 

=10, δ =5 and γ = 2 for finite population size M = 7 

 

Table:3 Steady State Probabilities for different λ when      μ 

=10, δ =5 and γ = 2 for finite population size M = 9 
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Table:4 System Performance Measures for different λ when 

μ =10, γ =2 and δ =5 for finite population size M = 3 

 
 

Table:5 System Performance Measures for various different  

λ when μ =10, γ =2 and δ =5 for finite population size M = 7 

 
 

 

 

 

 

Table:6 System Performance Measures for different λ when 

μ =10, γ =2 and δ =5 for finite population size M = 9 

 

VI. GRAPHICAL STUDY 

 

Figure 1, 2 and 3 show the Expected number of occupants in 

the system over the arrival rate λ. The following graphs show 

that the Expected no. of occupant’s increases when arrival 

rate λ increases. 

   

 
Figure 1: Expected no. of occupants for finite population size 

= 3, μ = 10, γ = 2, δ =5 and numerous values of λ 

 

 
 

Figure 2: Expected no.  of occupants for finite population 

size = 7, μ = 10, γ = 2, δ =5 and numerous values of λ 
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Figure 3: Expected no. of occupants for finite population size 

= 9, μ = 10, γ = 2, δ =5 and numerous values of λ 

 

 

VII.     CONCLUSION 

 

In this research work, we have analyzed the catastrophe effect 

in finite source queueing system. If the catastrophe happens 

then it removes all the occupants in the system, it becomes 

null and then the server goes to the state of inactive. This 

model goes to basic finite source queues when the catastrophe 

rate γ   0. 
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