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Abstract— Information retrieval is the process of retrieving relevant documents for the given query over a large document 

collection. As the technology emergence of digital library and electronic information exchange there is a clear need for 

organizing and accessing the large quantity of information. Information retrieval focus on the study of storing, organizing and 

retrieving the information from this large collection. This paper focuses on the types of information retrieval, different 

fundamental retrieval models and also gives brief overview on document processing. 
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I.  INTRODUCTION  

 

Information retrieval is defined as finding information of an 

unstructured nature that satisfies an user information need 

from within large collection. IR is the process of storing, 

organizing and retrieving the information for the user need 

(query) from large document collection [1][2]. IR is sub field 

of computer science which attracts many researchers to 

research on methods to represent, store, and access of 

information [3]. This process initiates with representing the 

documents and ends with retrieving the relevant document. 

The intermediate stages include indexing, filtering, 

searching, matching and ranking the documents. The main 

goal of information retrieval system (IRS) is to retrieve all 

the documents which are relevant to a user query, while 

retrieving as less non-relevant documents as possible. To 

pursue this goal, the IRS system has to implement the 

following process. 

 

Indexing the documents: Indexing is the process used to 

speed up access to desired information. Searching over large 

document collection is time consuming, so if there is an 

index for the documents then searching becomes easy as 

index files are typically smaller than the original documents. 

Filtering the documents: In this process, normally unwanted 

or common words in the documents are removed.Searching 

and ranking: This process is the core of IRS; there are 

various techniques available for retrieving documents that 

match with users need. 

 

There are two types of information retrieval: one is Adhoc 

retrieval and the other one is routing or filtering retrieval. In 

Adhoc information retrieval, the documents are relatively 

static and also indexed before to any user query. Once the 

query is issued, the documents which are relevant to the 

query are ranked based the similarity to the query and 

presented to the user [4]. Where as in document routing or 

filtering, the queries are static and the document collection 

constantly changes [4].There are two main measures to 

measure the quality of information [4]. 

 

Precision: It is the ratio of number of relevant documents 

retrieved to the total number retrieved. 

Recall: It is the ratio of number of relevant documents 

retrieved to the total number of documents in collection that 

are beloved to be relevant. 

 

The figure 1 shows the architecture of an IRS. IRS mainly 

has three processes, first one is document processing, in 

which the documents are indexed. This is an offline process 

that is the user of an IRS does not involve in this process. 

Second is query processing, in this process the user need will 

be represented as query. Third one is returning ranked 

documents to the user according to query matched against 

the documents collection. 

 
Figure 1: Information retrieval system architecture. 
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II. IR MODELS 

 

An IR models or retrieval strategies gives a measure of 

similarity between a query and document. Ranking 

algorithms are the core of information retrieval system. 

These algorithms are used to predict which documents are 

relevant and which are not. 

 

In classic IR model each document is described by a set of 

representative keywords called index terms. These types of 

models assign numerical values to distinct relevance between 

index terms and the query. There are three models available 

in classic or fundamental IR model they are Boolean model, 

Vector Space model and Probabilistic model. This paper 

focuses on Boolean and Vector Space model. 

 

A.  Boolean Model: 

Boolean model of information retrieval is a classical 

information retrieval model, which is the first and most 

adopted one. It is used in many commercial IR systems. 

Boolean model is based on Boolean algebra involved with 

And, Or, Not operations to form query. It retrieves the 

relevant document to the query (exact match). It does not 

provide any ranking to the documents [6], where other 

retrieval models provide ranking to the documents. Therefore 

it is easy and efficient to retrieve the documents. 

This model uses tokenization, linguistic model and inverted 

index in the retrieval process, these concepts will be 

explained in the next section [5]. 

 

Boolean model build a matrix of all the terms in query 

against all documents. For each term, the Boolean value is 

assigned to represent whether the term present in the 

document or not. If term present, value 1 is assigned else 

zero is assigned. 

 

For example: consider the following documents and query, 

using Boolean model retrieve the relevant document. Table 

I shows the terms in these documents and their 

corresponding Boolean index. Table II shows the 

documents and its inverted index for the query. Document 

1: Anne really loves food. 

Document 2: Bob loves to eat pizza. 

 

Document 3: Pizza is a food. 

Query: loves and food not pizza 

Table 1 Document terms with their Boolean index. 

Terms Document 1 Document 2 Document 3 

Anne 1 0 0 

Really 1 0 0 

Loves 1 1 0 

Food 1 0 1 

Bob 0 1 0 

Eat 0 1 0 

Pizza 0 1 1 

Table 2 Boolean index for the given query  
Terms Document Document Document Query 

 1 2 3  

Loves 1 1 0 1 

Food 1 0 1 1 

Pizza 0 1 1 1 

 
By using the above tables Boolean model retrieves the 
document1as answer for the given query.  
The advantages of Boolean retrieval model are,  

 Query formulation is easy as quires are expressed as 
Boolean expressions.

 Retrieves the documents that are exactly matched with 
query.

The Disadvantages are,  
 It is not simple to translate an user information 

need into a Boolean expression.
 Exact matching may lead to retrieval of too few 

or too many documents.

B.  

C. Vector Space model: 
 

Vector space model was suggested by Salton and his 

colleagues in 1975. VSM computes the measure of 

similarity by defining vector that represents each document 

and a query [4]. Document meaning is conveyed through its 

words. If the words in documents are represented as 

vectors, then it’s easy to compare the documents and query 

to determine how similar their contents are. Vector space 

model is characterized by its attempt to rank documents by 

finding the similarity between the query and each document 

[4]. 
In VSM, the value or weigh of each term in document is a 

non Boolean positive value computed based on inverse 

document frequency (IDF). To construct a vector for each 
document, consider the following definitions:  

t=number of distinct terms in the document collection. 

tfij=Term frequency, number of occurrence of the term          

tj in document di.  
dfj=document frequency, number of documents which 

contain tj. 

idfj= log(d/dfj) this is the inverse document frequency. 
Where d is the total number of documents. 

The value of j
th

 entry in the vector corresponding to the 
document i is calculated using the following equation. 

Dij=tfij×idfj  
The similarity between query and document is computed 
using the following relation.  ×  
For example: consider the following documents and the 
query. Let us see how VSM is used to rank the 
documents. Q: green blue crocodile.  
D1: green corridor with roses.  
D2: blue whale and green crocodile. 

D3: green corridor and blue sky. 

In this collection, there are three documents, so d = 3. If 
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a term appears in only one of the three documents, its idf is 

log (d/df)j  = log(3/1) = 0.477. Similarly, if a term appears 

in two of the three documents its idf is log(3/2)= 0.176, and 

a term which appears in all three documents then its idf is 

log(3/3) = 0. The idf for the terms in the three documents is 

given below: 

 

idfgreen= 0 

idfcorridor= 0.176 

idfwith = 0.477 

idfroses = 0.477 

idfblue = 0.176 

idfwhale = 0.477 

idfand = 0.176 

idfcrocodile = 0.477 

idfsky=0.477 

Since nine terms appear in the document collection, a 
nine-dimensional document vector can be constructed. 

Table 3 shows the vectors corresponding to the documents 

and the query. 
 

Table 3:Document vectors 
do An bl corr croc Gr ros Sk wh Wi 

cid D ue idor odile Ee es Y ale Th 

     N     

D1 0 0 0.17 0 0 0.4 0 0 0.4 
   6   77   77 

D2 0.1 0.1 0 0.47 0 0 0 0.4 0 
 76 76  7    77  

D3 0.1 0.1 0.17 0 0 0 0.4 0 0 

 76 76 6    77   

Q 0 0.1 0 0.47 0 0 0 0 0 

  76  7      

SC(Q,D1)=(0)(0)+ (0.176)(0)+ (0)(0.176)+ (0.477)(0)+  
(0)(0)+ (0)(0.477)+ (0)(0)+ (0)(0)+ (0)(0.477)  
SC(Q,D1)= 0  
SC(Q,D2)= (0.176)(0)+ (0.176)(0.176)+ (0)(0)+ 

(0.477)(0.477)+ (0)(0)+ (0)(0)+ (0)(0)+ (0)(0.477)+ (0)(0) 

SC (Q,D2)=0.03+0.22=0.25  
SC(Q,D3)= (0)(0.176)+ (0.176)(0.176)+ (0)(0.176)+  
(0)(0.477)+ (0)(0)+ (0)(0)+ (0.477)(0)+ (0)(0)+ (0)(0)  
SC (Q, D3) = 0.03 
Therefore the ranking of documents would be D2, D3 and 
D1.  

  The advantages of vector space model are,  
 Its term-weighting scheme improves retrieval performance
 Its  partial  matching  strategy  allows  retrieval  of 

documents that approximate the query 
conditions The disadvantages are, 

   The assumption of mutual independence between index 
terms.

III. DOCUMENT PROCESSING 

While explaining Boolean model in the previous section, we 

mentioned that Boolean model involves tokenization, 

linguistic model and inverted index in the retrieval process. 

The tokenization, linguistic model are used to process the 

documents [5]. This document processing can be used to 

define the basic unit of a document and the character 

sequences that it comprises are determined. Document 

processing is also called as process of determining the 

vocabulary of terms. 

Tokenization: it is process of chopping document unit in to 

number of chunks called as tokens. At time of tokenization, 

the punctuations within the document unit are removed. 

These tokens are refereed as terms or words in particular 

document. These terms are included in the IRS dictionary. 

Linguistic Model: In this model the terms related to the 

particular natural language is processed by removing the 

common words, for example removing stop words in English 

language. Also it makes the case folding, that from upper 

case to lower case or vice versa. 

Normalization: It is the process of equivalence classing of 

terms. After dividing the documents as tokens, if the token of 

the query matches tokens of the document then it is easy to 

compare. But if the two character sequences are not same but 

we would like a match should occur. For example if we 

search for MCA, we might hope to also match documents 

containing M.C.A. Therefore term normalization is the 

process of standardization of tokens so that match occurs 

even though there is differences in the character sequence of 

the tokens. 

Stemming: Stemming removes word suffixes, perhaps 

recursively in layer after layer of processing. Stemming 

reduces the number of unique words, which in turn reduces 

the storage space required. Hence stemming speeds up the 

search process. Stemming improves recall by reducing all 

forms of the word to a base or stemmed form. For example, 

if a user asks for analysis, they may also want documents 

whichcontain ,analyze, analyzing, analyzer, analyzes, and 

analyzed. Therefore, the document processor stems 

document terms to analy- so that documents which include 

various forms of analy- will have equal likelihood of being 

retrieved. 

IV. INDEXING TECHNIQUES 

Indexing is process, which is used to speed up access to the 
desired data. An index file consists of records called index 
entries of the formSearch Key Pointer 

 



   International Journal of Computer Sciences and Engineering                                      Vol. 7(4), Feb 2019, E-ISSN: 2347-2693 

  © 2019, IJCSE All Rights Reserved                                                                                                                                        80 

There are several popular information retrieval indexing 
techniques available, which includes order indexing, Hashed 

indexing and inverted indexing. 

 Ordered indexing: In this technique, search keys are 
usually sorted. Therefore the searching over 
document using index terms is also in order. This 
technique efficiently implemented using B tree of 

order m and B
+
 trees [7].

 Hash based indexing: In this technique, search keys 
are distributed uniformly across the hash table using 
hash function. The index file is much smaller than 
the original file and can be searched much faster 
[7].

 Inversion Indices: Each document can be 
represented by a list of keywords which describe the 
contents of the document for retrieval purposes [8]. 
Fast retrieval can be achieved if we invert on those 
keywords. The keywords are stored, eg 
alphabetically; in the index file for each keyword 
we maintain a list of pointers to the qualifying 
documents in the postings file. This method is 
followed by almost all the commercial systems.

 

V. CONCLUSION  

Lastly I would like conclude that, information retrieval is the 

process of searching and retrieving the information from the 

document collection. This REVIEW paper dealt with basics 

of IR systems, retrieval models and indexing. 

Information retrieval systems are widely used in organizing 

and accessing  the information  that are stored in  large 

document collection. For example, retrieving the 

information from the Medical databases such as X-rays, CT  
and MRI scans, Criminal investigation suspects, 

fingerprints,  Personal  archives,  text  and  colour  images. 

Retrieving the information from Scientific Databases such 

as  sensor  data,  weather,  geological,  environmental  data,  
Office automation, electronic books etc. 
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