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Abstract: -At present time huge amount of useful data is available on web for access, and this huge amount of data is 
shared information which can be used by anyone intended to use. The availability of different types and nature of 
document data has lead to the task of clustering in large dataset. Clustering is one of the very important techniques used for 
classification of large dataset and widely applicable many areas. High-quality and fast document clustering algorithms play 
a significant role to successfully navigate, summarize and organize the information. Recent studies have shown that 
partitional clustering algorithms are suit- able for large datasets. The k-means algorithm [9, 10] is generally used as 
partitional clustering algorithm because it can be easily implemented and is most efficient in terms of execution time. The 
major problem with this algorithm is its sensitivity in selection of the initial partition and its convergence to local optima. 
In this research study we have refined the useful information from document data set using minimum spanning tree for 
document clustering and good quality of clusters have been generated on several document datasets, and the output show 
obtained indicates effective improvement in performance. 
Keywords: - Minimum Spanning Tree, Document Clustering, World Wide Web, K-Means Algorithm  

I. INTRODUCTION 

In current scenario data mining is one of the most 
promising tools in computer science. Currently most of 
the researchers work is focused on [1, 2, 8] Pattern 
Reorganization [7], Spatial Data Analysis [11], Image 
Processing [10], Economic Science [6], Biological Data 
Analysis [10, 20], WWW etc. Document clustering is one 
of the best known research problems in the field of data 
mining. The purpose of document clustering is to divide 
data point into subsets each of which contains 
homogeneous objects [7]. There is several formulation of 
clustering algorithm available in literatures. The huge 
amount of text documents is major problem because the 
growth of text document is increasing day by day [7, 8]. 
The need of effectively manage or explore the results of 
search engine queries, inspires the study of document 
clustering. The concept behind the document clustering is 
to find the hidden similarity and discovery of good 
clusters.  
 
A spanning tree is a connected, undirected graph is sub 
graph which is a tree connects all the vertices together [5, 
16]. Minimum spanning tree is an approach to solve many 
problems faced by classical document clustering 
algorithms. In document data we have different document 
files are available and N is set of data points. In the 
concept of the minimum spanning tree we are find the 
distance between the data [2, 11]. Usually the common 
properties of data are quantitively evaluated by some 
optimality measures such as minimum intra cluster 
distance or maximum inter cluster distance [12,19], 
Therefore clustering analysis has become an essential and 
valuable tool in various fields.  

To motivate the specification criteria of MST, in this 
paper we used the MST concept to generate the clusters 
for document dataset. Although it is usingthe long edge 
cutting method to determine clustering in dataset but, it 
cannot directly determine how many clusters there could 
be in a dataset. 

II.  RELATED WORK 

There are many document clustering techniques based on 
distance like k- mean[9] , k-medoid[10], DBSCAN[10], 
CURE[10] etc. the major drawback of these approach is 
the restriction in cluster shape, most of the clustering 
algorithm have specify some input parameters in advance. 
Initially Zahn[5] proposed MST based clustering 
algorithm. 
 
Chang J.et. al.[6] proposed in 2010 “A model of 
classification based on minimum spanning tree for 
massive data with Map Reduce implementation”. In this 
paper they present a classification model with tries to find 
an intermediate model between above two extremes 
aiming at benefiting from their advantages and removing 
some drawback. 
C. Zahn[5] proposed in 1971 “Graph-Theoretical Methods 
for Detecting and Describing Gestalt Clusters” it was 
based on Minimum Spanning Tree (MST),andit is widely 
used. 
 
Y.Xuet. al.[20]proposed in 2001”Minimum Spanning 
Treesfor geneexpression dataclustering”. In this paper 
author came into result that MST neither assume that data 
points are gathered around the centre nor separated by 
regular geometric curve, thus the shape of the cluster 
boundary has little impact on the performance of the 
algorithm. They described objective functions and the 
corresponding cluster algorithm for computing k-partition Corresponding Author:   D. S. Rajput 
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of spanning tree, wherek> 0. The algorithm simply 
removesk-1 longest edges so that the weight of the sub 
treesis minimized. The second objective function is 
defined to minimize the total distance between the 
centreand each data point in the cluster. The algorithm 
removes first k-1 edges from the tree, which creates a k-
partitions. 
M. Laszlo et. al.[14] proposed in 2005“MST-based tree 
partitioning algorithms for micro aggregation”,and put a 
constraint on the minimum cluster size rather than the 
number of cluster. This algorithm was developed for the 
micro aggregation problem, where the number of clusters 
in the data set can be figured out by the constraints of the 
problem itself.  
 
Vathy-Fogarassyet. al. [18] suggests three new pruning 
criteria for the MST-based clustering. Their goal is to 
decrease the number of heuristically defined parameters 
of existing algorithms. This will decrease the influence 
the user on the clustering results. 
 
In this paper we used minimum spanning tree concept in 
document dataset and find their clusters. We used 
Euclidean distance concept to find the distance between 
two data points. This technique has no specific 
requirement of prior knowledge of parameter, like number 
of clusters required and the dimensionality of the data set. 
 
The rest of the paper is organized as follow. In section 3 
we define the basic definitions. In section 4pre-processing 
of datais presented. Further minimum spanning tree based 
clustering is discussed and in section 5,paper is 
concluded. 
 

III.  BASIC DEFINITIONS 

Definition 3.1: Minimum Spanning Tree 
Given a connected, undirected graph G = (V, E) , where V 
is the set of nodes (or vertices), E is the set of edges 
between pairs of nodes. For a certain pair (Vi, Vj) we may 
build a direct link between Vi and Vj for a certain cost 
C(Vi, Vj)>0. Minimum spanning tree play a role one of the 
most basic formulations. Here suppose we are given a set 
U of m objects, labelled A1, A2, .....Amfor each pair Aiand 
Ajwe have a numerical distance d(Ai, Aj). We require d(Ai, 
Aj)=0 that d(Ai,Aj)>0 for district Ai and Aj and that 
distance are symmetric d(Ai, Aj)= d(Aj, Ai), 
 
A spanning tree of a graph G is a sub graph of G that is a 
tree and contains all the vertices. The cost of constructing 
a minimum spanning tree is O (m log n), where m is the 
number of edges in the graph and n is the number of 
vertices [16]. 
 
Definition 3.2: Euclidean Distance 
The dissimilarity (or similarity) between the object 
described by interval. Scaled variables are typically 
computed based on distance between each pair of 
object[3,19]. The most popular distance measure is 
Euclidean distance. It is the most commonly used due to 
its simplicity. 

 
Let A, B be two Datapoints A= (A1,A2, A3...An), B= 
(B1,B2,B3...Bn). The Euclideandistance  dE(A,B) in general 
for an n-dimensional spaceis given by 

dE(A, B)= k k 2

1

(A B )
n

k=

−∑ ......................................(1) 

The position of a point in a Euclidean n-space is 
a Euclidean vector. So, A and B are Euclidean vectors, 
starting from the origin of the space, and their tips 
indicate two points. There are following mathematics 
requirement of a distance functions like if dE(A,B)≥0 then 
distance is a nonnegative and we know that distance is 
always positive number. And if dE(A,B)=0 then that 
distance is an object to itself. The befits of choosing 
Euclidean distance are: It is reportedly faster than most 
other means of determining correlation and It compares 
the relationship between actual ratings. This means that 
the Euclidean distance is a fair measure of how similar 
ratings are for specific preferences or items. 
 
Definition 3.3: Binary matrix model [BMM], After 
selection process we have limited terms in each 
document. Suppose we have n documents The binary 
matrix M is represented as [8] . 
 

j i
i j

1                             if t is present in d
d *  t

0                            otherwise
M

 
  =   

 
................................................................(2) 

  
Wherei=1,2,3..............n j= 1,2,3............m 
 
In binary matrix model each row represents a vector. This 
means that each document can be represented as a vector. 

In given model document 
 

[ ]1D 1,  1,  0 ,  0 ,  1,  1,  1→ . 

 
Definition 3.4: Document Set 
 A document set, denoted D= {d1, d2,…, di,…, dn}, also 
called a document collection, is a set of documents, where 
n is the total number of documents in D. 
 
Definition 3.5: Term Set  
The term set of a document set D={d1, d2,…, di,…, dn}, 
denoted TD={t 1, t2,…, tm}, is the set of terms appeared in 
D, where m is the total number of terms. 
 

IV.  PROPOSED METHOD 

In this section new framework is proposed for document 
clustering. In this framework consists of three Modules 
which is shown in figure 1. 

1. DocumentPre-processingModule (Remove stop 
ward, Stemming and Term Selectionin 
documents) 

2. Document Clustering  Module (using MST 
approach)  

3. Result phase (visualization of results) 
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Algorithm 1: MST_ Document Clustering 
Algorithm to obtain the selected representation of document 
Input: 1. A document dataset D=(D1, D2, .....Dn), 
2. Stop word list,  
           3. Stemming word list,  
           4. Threshold value, 
           5. intx. 
Output: Number of ClustersC= {C1, C2......Cn}, Mean, Standard Deviation 

1. For (all di in D) do 
2. Remove all stop word from document dataset D. 
3. Apply stemming operation. 
4. End For 
5. Calculate frequency of each term tiin all document D. 
6. For (all di in D) do 
7. For (1 to j) do 

a. Count  total occurrence of  tij in document di 
b. Assign the total occurrence of  tij in N 
c. If (N<Threshold)  
d. Removetji from  the document di 

8. End for 
9. End for 
10. For each di ε  D, count the frequencyfijof ti in di. The final representation di=(t1, fij)(t2,fij).....(tn,fij) 

11. Calculate distance between all data point and create Distance Matrix 
12. Construct Minimum spanning tree using distance matrix 

Cluster 1 

Cluster 2 

Cluster 3 

Document Pre-processing Module 

Remove stop 
words and 

special 
characters 

 
Stemming 

 
Term 

Selection 

Document Set D 
D1 = { t1,t2,t3,.......tn} 
D2 = { t1, t3,t4.......tn} 
.... 
.... 
Dn = { t1,t2,t5.......tn}  

Document 
Data Document 

Data 

MST Based Document Clustering Module 

Construct Distance 
Matrix based on 
Euclidian Distance 

Construct Minimum 
Spanning tree using 

Distance Matrix 

Remove maximum distance between data 
point from MST and Generate clusters 

Figure1: Framework for Document Clustering based on MST 
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13. Compute the mean value Mean=
1

1

1
( )

1

n

e
n

σ
−

− ∑  

14. Compute The standard deviation =
1

2

1

1
( ( ) )

1

n

e Mean
n

σ
−

−
− ∑  

15. For(i=1 tox) do 
16. Select the maximum edge  
17. Remove from the MST and construct the clusters 

 

Suppose we have data set D= (D1, D2, D3, D4, D5, D6, D7)  
First, apply pre-processing technique in raw document 
dataset [9,10], we find the pre proposed data set.  In this 
paper Table 1 shows the BMM table of any example 
dataset. Here we have sevendocumentsin dataset than 
after pre-processing we get seven term set those are 
present in their documents.  
 
Module 1: Document Pre-processing 
The most important procedure in the pre-processing stage 
of documents is to convert the word forms into meaning 
combination. The objective of this module is to optimize 
the efforts of the next phase. Each document dataset have 
numerous stop words, special marks, punctuation marks 
and spaces. This process includes various sub processes 
like stop word elimination, stemming, Term selection etc.  

 
a) Stop Words Elimination:-  
First we remove all stop words and special symbols. Stop 
words are the words which don’t have meaning with 
respect to the classification. So these words are removed 
when the term matrix is created for the classification 
purpose. In short the words are removed from the 
documents which are not necessary for the next stage. 
Stop words are ‘of, ‘it’, ‘the’, ‘was’, ‘were’ etc., along 
with all removed prepositions, conjunction and articles 
from the data set D. 
 
b) Stemming:- 

After stop words elimination, the stemming process will 
be applied. The stemming process is elimination of 
prefixes and suffixes. The objective is to remove the 
variation that arises from the amount of different 
grammatical forms of the similar word. The stemming 
process helps to decrease the size of the data dictionary 
file. 

 
c) Feature Term Selection:- 
In text classification applications, selection is a critical 
task for the classifier performance. With increasing 
number of documents, the number of features also 
increases. To reduce the size of the dictionary, the 
threshold term selection method is used. In this method, 
the upper and lower thresholds are decided according to 
the number of words in the dictionary. After that the term 
which exceeds the upper threshold and the terms below 
lower threshold are extracted from the document. This 
helps to reduce the size of the dictionary. 
 
The weighting scheme TF-IDF (Term Frequency, Inverse 
Document Frequency)[9]is used to assign higher weights 
to distinguish terms in a document, and it is the most 
widely used weighting scheme which is defined as. 
 
Once text pre-processing is applied over the raw 
document datasets, it will be converted into form of 
binary matrix. To convert all documents in the form of 
binary matrix [7] we have used BMM  
Tablewhich shown in Table 1. 

S. No. Document set 1 2 3 4 5 6 7 
1 D1 1 1 0 0 1 1 1 

2 D2 0 1 0 1 0 0 1 

3 D3 0 0 0 1 1 0 0 

4 D4 0 1 1 0 0 1 1 

5 D5 0 0 0 0 1 1 0 

6 D6 0 1 1 1 0 0 1 

7 D7 1 1 0 0 0 1 1 

Table 1: BMM after Document Preprocessing 
 
Module 2: MST Based Document Clustering Module 
 
After performing the document pre-processing module we find the distance matrix using Euclidean distance concept in 
table. We find the distance between all data points, and construct the distance matrix. Table 2 show the distance matrix 
between different data points. 
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Calculate distance between two data point using Euclidian distance formula which show in equation 1. 
 

Data Points Distance Calculation using Euclidean Results 

D1D2 ( ) ( ) ( ) ( ) ( ) ( ) ( )2 2 2 2 2 2 2
1 0 1 1 0 0 0 1 1 0 1 0 1 1− + − + − + − + − + − + −  4 =2 

D1D3 ( ) ( ) ( ) ( ) ( ) ( ) ( )2 2 2 2 2 2 2 
1 0 1 0 0 0 0 1 1 1 1 0 1 0− + − + − + − + − + − + −  5 =2.236 

D1D4 ( ) ( ) ( ) ( ) ( ) ( ) ( )2 2 2 2 2 2 2
1 0 1 1 0 1 0 0 1 0 1 1  1 1− + − + − + − + − + − + −  3 =1.732 

D1D5 ( ) ( ) ( ) ( ) ( ) ( ) ( )2 2 2 2 2 2 2
1 0  1 0 0 0 0 0 1 1 1 1  1 0− + − + − + + − + − + − + −  3 =1.732 

D1D6 ( ) ( ) ( ) ( ) ( ) ( ) ( )2 2 2 2 2 2 2
1 0 1 1 0 1 0 1 1 0 1 0 1 1− + − + − + − + − + − + −  5 =2.236 

D1D7 ( ) ( ) ( ) ( ) ( ) ( ) ( )2 2 2 2 2 2 2
1 1 1 1 0 0 0 0 1 0 1 1 1 1− + − + − + − + − + − + −  1 =1 

D2D3 ( ) ( ) ( ) ( ) ( ) ( )2 2 2 2 2 22(0 0) 1 0 0 0 1 1 0 1 0 0 1 0− + − + − + − + − + − + −  3 =1.732 

D2D4 ( ) ( ) ( ) ( ) ( ) ( ) ( )2 2 2 2 2 2 2
0 0 1 1 0 1 1 0 0 0 0 1 1 1− + − + − + − + − + − + −  3 =1.732 

D2D5 ( ) ( ) ( ) ( ) ( ) ( ) ( )2 2 2 2 2 2 2
0 0 1 0 0 0 1 0 0 1 0 1 1 0− + − + − + − + − + − + −  5 =2.236 

D2D6 ( ) ( ) ( ) ( ) ( ) ( ) ( )2 2 2 2 2 2 2
0 0 1 1 0 1 1 1 0 0 0 0 1 1− + − + − + − + − + − + −  √1=1 

D2D7 ( ) ( ) ( ) ( ) ( ) ( ) ( )2 2 2 2 2 2 2
0 1 1 1 0 0 1 0 0 0 0 1 1 1− + − + − + − + − + − + −  3 =1.732 

D3D4 ( ) ( ) ( ) ( ) ( ) ( ) ( )2 2 2 2 2 2 2
0 0 0 1 0 1 1 0 1 0 0 1 0 1− + − + − + − + − + − + −  6 =2.450 

D3D5 ( ) ( ) ( ) ( ) ( ) ( ) ( )2 2 2 2 2 2 2
0 0 0 0 0 0 1 0 1 1 0 1 0 0− + − + − + − + − + − + −  2 =1.414 

D3D6 ( ) ( ) ( ) ( ) ( ) ( ) ( )2 2 2 2 2 2 2
0 0 0 1 0 1 1 1 1 0 0 0 0 1− + − + − + − + − + − + −  4 =2 

D3D7 ( ) ( ) ( ) ( ) ( ) ( ) ( )2 2 2 2 2 2 2
0 1 0 1 0 0 1 0 1 0 0 1 0 1− + − + − + − + − + − + −  6 =2.450 

D4D5 ( ) ( ) ( ) ( ) ( ) ( ) ( )2 2 2 2 2 2 2
0 0 1 1 1 1 0 1 0 0 1 0 1 1− + − + − + − + − + − + −  4 =2 

D4D6 ( ) ( ) ( ) ( ) ( ) ( ) ( )2 2 2 2 2 2 2
0 0 1 1 1 1 0 1 0 0 1 0 1 1− + − + − + − + − + − + −  2 =1.414 

D4D7 ( ) ( ) ( ) ( ) ( ) ( ) ( )2 2 2 2 2 2 2
0 1 1 1 1 0 0 0 0 0 1 1 1 1− + − + − + − + − + − + −  2 =1.414 

D5D6 ( ) ( ) ( ) ( ) ( ) ( ) ( )2 2 2 2 2 2 2
0 0 0 1 0 1 0 1 1 0 1 0 0 1− + − + − + − + − + − + −  6 =2.450 

D5D7 ( ) ( ) ( ) ( ) ( ) ( ) ( )2 2 2 2 2 2 2
0 1 0 1 0 0 0 0 1 0  1 1  0 1− + − + − + − + − + − + −  4 =2 

D6D7 ( ) ( ) ( ) ( ) ( ) ( ) ( )2 2 2 2 2 2 2
0 1 1 1 1 0 1 0 0 0 0 1 1 1− + − + − + − + − + − + −  4 =2 

Table 2: Distance Calculation between all Data Points 
 

To find the all possible distance between the documents we construct the distance matrix. Table 3 shows the distance 
matrix based on Euclidean distance. 
 

D1 0       

D2 2 0      

D3 2.236 1.732 0     

D4 1.732 1.732 2 0    

D5 1.732 2.236 1.414 2 0   

D6 2.236 1 2 1.414 2.450 0  

D7 1 1.732 2.450 1.414 2 2 0 

 D1 D2 D3 D4 D5 D6 D7 
 

Table 3: Distance Matrix based on Euclidean Distance 
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Figure 2(a) shows the document representation in n dimensional space. Every document shown a data points. Now apply 
the algorithm and construct minimum spanning tree based on all properties of MST. Figure 2(b) show the minimum 
spanning tree of data set which we have considered. Now we apply the cut property in MST and divide the objects U into k 
groups. For a given parameter k. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2 (a): Data Point in n-dimensional space (b) Minimum Spanning Tree based on Distance Matrix 
 
In this MST the maximum distance of two data point is dE(D1,D5)=1.732. Now apply cut property and divide the MST into 
two parts. Now we have two tree available. In the first we have (D3, D5) and other is (D2,D3, D4,D6,D7). 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 3 (a): Remove Maximumdistance edge From MST (b) Two cluster after Remove the edge 

 
After the second iteration now again choose the highest distance between two nodes in remaining trees. So highest distance 
is 1.414 which have which have (D3,D5), (D4, D6) and (D4,D7). If we remove this edge between them then. 
 (D1, D7),(D2, D6), D3, D4, D5 
 Module 3: Results Visualization 

Mean=1.329 

Standard deviation= 7.359 

Finally the Cluster formed are 

D1 

D5 

D3 

D7 

D4 

D6 

D2 

 
D1 

D5 

D3 

D7 

D4 

D6 

D2 

1 

1.732 

1.414 

1.414 

1.414 

1 

 
D1 

D5 

D3 

D7 

D4 

D6 

D2 

1 

1.732 

1.414 

1.414 

1.414 

1 
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Number of Clusters Documents 

1 (D1, D7) 

2 (D2, D6) 

3 D3 

4 D4 

5 D5 

Table 4: Clustering Results 
 
We have used “20 newsgroup” dataset and “Reuter’s” dataset, which are widely used in many publications. A summary 
description of these data sets is given in Table 5. The experiments were performed on an Intel core 2 Duo, 2.94 GHz 
system running Windows 7 professional with 2 GB of RAM. 
 

Data Set Documents Classes 

20 newsgroup dataset 20000 20 

Reuter’sText 

Categorization Collection 

8654 52 

Table 5: Dataset Description 
 
The final comparison of these algorithms is shown in Table 6. 
 

Parameter Name MST Based 
Clustering 

K-Means 

Dataset 20 newsgroup, 
Reuter’s 

20 newsgroup, 
Reuter’s 

Stop word Removal Yes Yes 

Stemming Yes Yes 
Length of smallest 
term(threshold) 

5(Five) 5(Five) 

Cluster Count k Depend on cuts Depend on Value 
of k 

Overlapping No Yes 

Work with High 
Dimensional data 

Yes No 

Scalability Yes No 
Table 6: Parameters list for our Approach and the other Approaches 

 
V. CONCLUSION 

In this paper, we discussed MST based document 
clustering and find the cluster in document datasets. We 
have also demonstrated the effectiveness of our 
approachwhich works more reliable. In first step of the 
framework we convert the unstructured data into 
structured format, then in second step produce the 
distance matrix and finally find the clusters. In the future 
we will explore and test our proposed document 
clustering algorithm in various domains and also reduce 
the complexity. For calculate of distance between two 
points. Ourmethod does not have the problem of 
dimensnality and no need togenerate initial seed. 
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