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Abstract: -At present time huge amount of useful data is abél on web for access, and this huge amount af idat
shared information which can be used by anyonend@d to use. The availability of different typesdamature of
document data has lead to the task of clusteritgrge dataset. Clustering is one of the very ingurtechniques used for
classification of large dataset and widely applieabany areas. High-quality and fast document ehirsy algorithms play
a significant role to successfully navigate, sunimeaiand organize the information. Recent studiege hghown that
partitional clustering algorithms are suit- able farge datasets. The k-means algorithm [9, 10jdrerally used as
partitional clustering algorithm because it carebsily implemented and is most efficient in termhgxecution time. The
major problem with this algorithm is its sensityvin selection of the initial partition and its a@rgence to local optima.
In this research study we have refined the usefigrimation from document data set using minimumngpay tree for
document clustering and good quality of clustengehlaeen generated on several document datasettheandtput show
obtained indicates effective improvement in perfance.
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I. INTRODUCTION To motivate the specification criteria of MST, ihig
paper we used the MST concept to generate theecdust
for document dataset. Although it is usingthe latge
cutting method to determine clustering in dataset k
cannot directly determine how many clusters thenglct
be in a dataset.

. RELATED WORK

In current scenario data mining is one of the most
promising tools in computer science. Currently moft
the researchers work is focused on [1, 2, 8] Ratter
Reorganization [7], Spatial Data Analysis [11], bea
Processing [10], Economic Science [6], Biologicalt®
Analysis [10, 20], WWW etc. Document clusteringise

of the best known research problems in the fieldiath There are many document clustering techniques based
mining. The purpose of document clustering is taddi distance likek- mean[9] ,k-medoid[10], DBSCAN][10],
data point into subsets each of which contains CURE[10] etc. the major drawback of these apprdach
homogeneous objects [7]. There is several fornariabif the restriction in cluster shape, most of the eltsy
clustering algorithm available in literatures. Thege algorithm have specify some input parameters irande.
amount of text documents is major problem becahbse t Initially Zahn[5] proposed MST based clustering
growth of text document is increasing day by daydJ algorithm.

The need of effectively manage or explore the tesuil

search engine queries, inspires the study of dosime Chang J.et. al.[6] proposed in 2010 “A model of

clustering. The concept behind the document clingtés classification based on minimum spanning tree for
to find the hidden similarity and discovery of good massive data with Map Reduce implementation”. s th
clusters. paper they present a classification model wittstteefind

an intermediate model between above two extremes
A spanning tree is a connected, undirected grapulis aiming at benefiting from their advantages and namp
graph which is a tree connects all the verticesttugy [5, some drawback.
16]. Minimum spanning tree is an approach to sahamy C. Zahn[5] proposed in 1971 “Graph-Theoretical Meih
problems faced by classical document clustering for Detecting and Describing Gestalt Clusters” iasw
algorithms. In document data we have different dosot based on Minimum Spanning Tree (MST),andit is widel
files are available and N is set of data points.tha used.
concept of the minimum spanning tree we are fingl th
distance between the data [2, 11]. Usually the comm Y.Xuet. al.[20]proposed in 2001"Minimum Spanning
properties of data are quantitively evaluated bynso  Treesfor geneexpression dataclustering™ In thipepa
optimality measures such as minimum intra cluster author came into result that MST neither assumedata

distance or maximum inter cluster distance [12,19], Points are gathered around the centre nor sepatsted

Therefore clustering analysis has become an eaben regular geometric curve, thus the shape of thetemlus

valuable tool in various fields. boundary has little impact on the performance o th
algorithm. They described objective functions aheé t
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of spanning tree, wheke 0. The algorithm simply
removeg&-1 longest edges so that the weight of the sub Let A, B be two DatapointsA= (A,A, As...A), B=

treesis minimized. The second objective function is (B, B, B;...B,). The Euclideandistance(A,B)in general

defined to minimize the total distance between the for ann-dimensional spaceis given by

centreand each data point in the cluster. The idtgor
removes firskk-1 edges from the tree, which createls a
partitions.

M. Laszlo et. al.[14] proposed in 2005“MST-baseeletr
partitioning algorithms for micro aggregation”,apdt a

constraint on the minimum cluster size rather thiaa

number of cluster. This algorithm was developedtfar

micro aggregation problem, where the number oftehss
in the data set can be figured out by the constahthe

problem itself.

Vathy-Fogarassyet. al. [18] suggests three newipgun
criteria for the MST-based clustering. Their gosltd
decrease the number of heuristically defined pararsie
of existing algorithms. This will decrease the umhce
the user on the clustering results.

In this paper we used minimum spanning tree conicept

n
de(A, B)=, [ (A" -BY)?

k=1
The position of a point in a Euclidearspace is
a Euclidean vector. Sé,andB are Euclidean vectors,
starting from the origin of the space, and thepsti
indicate two points. There are following mathemnstic
requirement of a distance functions likedi{A,B}>0 then
distance is a nonnegative and we know that distésce
always positive number. And ifiz(A,BF0 then that
distance is an object to itself. The befits of cding
Euclidean distance are: It is reportedly fastemthaost
other means of determining correlation and It compa
the relationship between actual ratings. This mahas
the Euclidean distance is a fair measure of howlaim
ratings are for specific preferences or items.

document dataset and find their clusters. We used Definition 3.3: Binary matrix model [BMM], After
Euclidean distance concept to find the distancevéen  Selection process we have limited terms in each
two data points. This technique has no specific document. Suppose we havedocuments The binary

requirement of prior knowledge of parameter, likenber
of clusters required and the dimensionality ofdhata set.

The rest of the paper is organized as follow. Ictiea 3
we define the basic definitions. In section 4preegssing
of datais presented. Further minimum spanningliesed
clustering is discussed and
concluded.

M. BAsIC DEFINITIONS

Definition 3.1: Minimum Spanning Tree

Given a connected, undirected graph G/s=H) , whereV
is the set of nodes (or verticeq,is the set of edges
between pairs of nodes. For a certain pdir\j) we may
build a direct link betwee; andV, for a certain cost
C(Vi, V))>0. Minimum spanning tree play a role one of the
most basic formulations. Here suppose we are giveet
U of m objects, labelledy,, A, ..... Aqfor each pairAand
Awe have a numerical distandgy, A). We required(A,
A)=0 that d(Ai,Aj)>0 for district A and A and that
distance are symmetrét(A, A)= d(A;, A),

A spanning tree of a grafh is a sub graph d& that is a
tree and contains all the vertices. The cost oktanting

a minimum spanning tree is @ (og n), wherem is the

number of edges in the graph andis the number of
vertices [16].

Definition 3.2: Euclidean Distance
The dissimilarity (or similarity) between the objec
described by interval. Scaled variables are typical

computed based on distance between each pair of
object[3,19]. The most popular distance measure is

Euclidean distance. It is the most commonly usesl tdu
its simplicity.

o
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in section 5,paper is

matrix M is represented as [8] .
1 if tis psent in

M[d*t]= o |
0 otherwise

Wheré=1,2,3............ nj=1,23......... m

In binary matrix model each row represents a vedtbis
means that each document can be represented a®a ve
In given model document

D,-[1, 1,0, 0 1,1, |

Definition 3.4: Document Set

A document set, denotdd= {d;, d,,..., d,..., d}, also
called a document collection, is a set of documemitere
n is the total number of documentsDin

Definition 3.5: Term Set

The term set of a document d8+{d,, b,..., d,..., d},
denotedTp={t, t,,..., t}, is the set of terms appeared in
D, wheremis the total number of terms.

V. PROPOSEDMETHOD

In this section new framework is proposed for doeom

clustering. In this framework consists of three Mied

which is shown in figure 1.
DocumentPre-processingModule (Remove stop

ward, Stemming and Term Selectionin
documents)

2. Document Clustering Module (using MST
approach)

3. Result phase (visualization of results)
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Figurel: Framework for Document Clustering baset@&T

Algorithm 1: MST_ Document Clustering
Algorithm to obtain the selected representatiodafument
Input: 1. A document datasbt=(D4, D, ..... D),
2. Stop word list,
3. Stemming word list,
4. Threshold value,
5. int.
Output: Number of Cluste@s= {C,, C,......G}, Mean, Standard Deviation
1. For (alld in D) do
Remove all stop word from document datd3et
Apply stemming operation.
End For
Calculate frequency of each tetjim all documenD.
For (alld; in D) do
For (1 toj) do
a. Count total occurrence dij in document),
b. Assign the total occurrence afin N
c. If (N<Threshold
d. Remove; from the documertd,
8. End for
9. End for
10. For eactd; £ D, count the frequendjof t; in d;. The final representatiagi=(t, f;)(t2.%)..... (5 %)
11. Calculate distance between all data point and erf@@tance Matrix
12. Construct Minimum spanning tree using distance imatr

Noook~wdN

o
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1
13. Compute the mean value MeaH:—]_ZU(e)
n-1%

n-1

1
14. Compute The standard deviation=—12 (o(e) - Mean?
n-1%

15. For(=1 tax) do
16. Select the maximum edge

17. Remove from the MST and construct the clusters

Suppose we have data 88t (D;, D,, D, Dy, Ds, Dg, D7)
First, apply pre-processing technique in raw doaume
dataset [9,10], we find the pre proposed data bethis
paper Table 1 shows the BMM table of any example

After stop words elimination, the stemming procest

be applied. The stemming process is elimination of
prefixes and suffixes. The objective is to remobhe t
variation that arises from the amount of different

dataset. Here we have sevendocumentsin dataset thamrammatical forms of the similar word. The stemming
after pre-processing we get seven term set those ar process helps to decrease the size of the datardicy

present in their documents.

Module 1: Document Pre-processing

The most important procedure in the pre-processiage
of documents is to convert the word forms into nivegin
combination. The objective of this module is toimjize
the efforts of the next phase. Each document datese
numerous stop words, special marks, punctuatiorksnar
and spaces. This process includes various sub gzese
like stop word elimination, stemming, Term select&ic.

a) Stop Words Elimination:-

First we remove all stop words and special symiiisp
words are the words which don't have meaning with
respect to the classification. So these words emwoved
when the term matrix is created for the classiitsat
purpose. In short the words are removed from the
documents which are not necessary for the nextestag
Stop words are ‘of, ‘it’, ‘the’, ‘was’, ‘were’ et¢.along
with all removed prepositions, conjunction and ces
from the data sdbd.

b) Stemming:-

file.

c) Feature Term Selection:-

In text classification applications, selection isctical
task for the classifier performance. With incregsin
number of documents, the number of features also
increases. To reduce the size of the dictionarg th
threshold term selection method is used. In thishow
the upper and lower thresholds are decided acaprtdin
the number of words in the dictionary. After thia¢ term
which exceeds the upper threshold and the ternmabel
lower threshold are extracted from the documents Th
helps to reduce the size of the dictionary.

The weighting scheme TF-IDF (Term Frequency, Inwers
Document Frequency)[9]is used to assign higher kisig
to distinguish terms in a document, and it is thesim
widely used weighting scheme which is defined as.

Once text pre-processing is applied over the raw
document datasets, it will be converted into forfn o
binary matrix. To convert all documents in the foah
binary matrix [7] we have used BMM
Tablewhich shown in Table 1.

S. No. Document set 1 2 3 4 5 6 7
1 D, 1 1 0 0 1 1 1
2 D, 0 1 0 1 0 0 1
3 Ds 0 0 0 1 1 0 0
4 Dy 0 1 1 0 0 1 1
5 Ds 0 0 0 0 1 1 0
6 Ds 0 1 1 1 0 0 1
7 D, 1 1 0 0 0 1 1

Table 1: BMM after Document Preprocessing

Module 2: MST Based Document Clustering Module

After performing the document pre-processing modwefind the distance matrix using Euclidean distanoncept in
table. We find the distance between all data ppetsl construct the distance matrix. Table 2 shoavdistance matrix

between different data points.

o
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Calculate distance between two data point usingdidian distance formula which show in equation 1.

Data Points Distance Calculation using Euclidean Results
PO o ({0 (0 P P2 P(2)E VA=
0 (9 (o g (o ¥ })1 (2p+(2) 5223
i Ja-0 +(1- 9" +(0- ¥ +( 0 9+( £ ¥ (i)1+ (4)f  V3=1732
PDs 07+ (1-97+(0- 9P++( 0 P+( Er( 2)E+ (2)0 V31732
D1Ds JO-0P (19 +(0-92+(0 YF+(x P+( 2 Pe(2)f  VB=2.236
D1D; JO )+ (= 97+ (0- QP (0 9P+ (& Pe( 2 (2 )T Vi=1
D2Ds \/(o-o)2+(1— 0 +(0-Q°+(EY+(6 X+ 6 P+(2 ) V3=1.732
P om0 (o (e (o P(o i (2)f VBaL7a2
D-Ds JO-0P+(1- 07 +(0- O+(x 0°+( 0 JP+( 0 f+(2 ) VB=2236
D2Ds \/(o—o)2+(1—])2+(o—:)2+(1— V(o P+( 0 Pr(2)t =
D2D- JO-1P+(1-97+(0- °+( £ 0°+( 0 P+( @ JP+( 2)f  3=1732
DD, JO-0F +(0- 0 +(0- ¥+(x 07+(+ P+( 0 )f+( 0)f  V6=2.450
DaDs J0-0P+(0-0%+(0- °+(+ ¥+t F+( e )P+( 0 )F  V2=1414
D3Ds \/(0—0)2+(0— P+(0- 1+ Y+ P+( 6 P+( 0)F Ja=>
DsD; JO-1P+(0- 9 +(0- 97+ ( & O+ (= Pe( 0 )i+( 0)F  6=2450
D.Ds JO-07 +(1- (= +(0- Y+( 0 Pr(x Pe(2 ) Ja=2
D4Ds J(o_o)2+(1_])2+(1_ (o Y+(0 V(2 Pr(2)L V2=1.414
U O (P (- (0 g0 P (1) V25141
DsDs \/(0_0)z+(0_3)2+(0_ V+(o Y+(x P+(2 P+( 0)F 6 =2.450
P V(O0-17+(0-9"+(0- °+( 0 §"+( & P+ (2 )i+ ( )1 4=2
O Y (= 9 (= (o (0 ) 4) S

Table 2: Distance Calculation between all Data 8oin

To find the all possible distance between the damisiwe construct the distance matrix. Table 3 shthe distance
matrix based on Euclidean distance.

D, |0

D, |2 0

D; | 2236 1.732 0

D, | 1.732 1.732 2 0

Ds | 1.732 2.236 1.414 2 0

Ds | 2.236 1 2 1.414 2.450 0

D; |1 1.732 2.450 1.414 2 2 0
D, D, D3 D, Ds Dse Dy

Table 3: Distance Matrix based on Euclidean Distanc

)))s
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Figure 2(a) shows the document representatioandmensional space. Every document shown a datagdiow apply
the algorithm and construct minimum spanning traseld on all properties of MST. Figure 2(b) show thi@imum
spanning tree of data set which we have consid&ted. we apply the cut property in MST and divide thbjectdJ into k
groups. For a given parameter

1
D D,
O o D,
1.414
1.732
O
O D, D,
Ds Ds 1.414
1.414
DG O DG
O O 1 5
D3 D, O D3 D,

Figure 2 (a): Data Point im-dimensional space (b) Minimum Spanning Tree baseDistance Matrix

In this MST the maximum distance of two data pdsrdz(D;,Ds)=1.732. Now apply cut property and divide the M&Toi
two parts. Now we have two tree available. In ih& fve have (B, Ds) and other is (RDs, D4,Dg,D5).

D,

D,
1.414
1.732
Dy

Ds 1.414 /O
1.414
Ds
| O\
O

D3 D2

Figure 3 (a): Remove Maximumdistance edge From Nt§TTwo cluster after Remove the edge

After the second iteration now again choose thbdsgdistance between two nodes in remaining tBebighest distance
is 1.414 which have which have{Ds), (D4, Dg) and (D, D). If we remove this edge between them then.

(D1, D7),(D2, Dg), D3, D4, Ds

Module 3: Results Visualization

Mean=1.329
Standard deviation= 7.359
Finally the Cluster formed are
s
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Number of Clusters Documents
1 (Dy, DY)
2 (D2, De)
3 Ds
4 D
5 Ds

Table 4: Clustering Results

We have used “20 newsgroup” dataset and “Reuteldséset, which are widely used in many publicatigisummary
description of these data sets is given in Tabl@He experiments were performed on an Intel cofgud, 2.94 GHz
system running Windows 7 professional with 2 GBRéfM.

Data Set Documents Classes
20 newsgroup dataset 20000 20
Reuter’'sText 8654 52

Categorization Collection

Table 5: Dataset Description

The final comparison of these algorithms is shommable 6.

Parameter Name MST Based K-Means
Clustering

Dataset 20 newsgroup, 20 newsgroup,
Reuter’s Reuter’s

Stop word Removal Yes Yes

Stemming Yes Yes

Length of smallest 5(Five) 5(Five)

term(threshold)

Cluster Counk Depend on cuts Depend on Value

of k

Overlapping No Yes

Work  with High Yes No

Dimensional data

Scalability Yes No

Table 6: Parameters list for our Approach and theroApproaches

V. CONCLUSION

In this paper, we discussed MST based document
clustering and find the cluster in document dataséte

have also . demonstrated th_e effectlv_eness of our Bhopal, India under Grants in Aid Scheme 2010-14, N
approachwhich works more reliable. In first steptlod

; . Dean(R&C)/2010/63 dated 31/08/2010.
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