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Abstract Document set is the collection of different types of document.  Each document contains special type of information, 
which is beneficial for the peoples. We have the need of document clustering by their similarity. Document may contain data 
related to the blogs, website access pattern, any transaction or simply text. By the clustering of similar documents one can find 
the future trends of the people and it is also useful for the business point of view. In this paper, we have proposed a clustering 
approach for large size document sets. This proposed approach immediately assign document into appropriate cluster. 
Experiments are conducted with the twenty newsgroup dataset using java and MATLAB software. Comparisons are also 
performed with the existing methods. Experimental results show the effectiveness of the proposed approach for large document 
sets. 
Keywords— Large document set, Similarity measurement, Term extraction, Dendrogram 

I. INTRODUCTION 

Document clustering has been widely used in different fields 
of social science, computer science, medical, technology etc. 
documents are the most available form of the data for 
various purposes, it is generally used to find out the habits 
and interest of the particular users. Documents are the 
collections of different kinds of data and it is collect from the 
various sources like social networking sites, blogs, online 
data accessing or online transactions. Document clustering 
problems appear in many different fields like data mining, 
pattern recognition, statistical data analysis, bioinformatics 
etc. fig 1show the general process of document clustering.  
 
Today mostly people store the large amount of documents 
for different purpose and uses for future analysis and 
management [3]. Peoples have the requirement to categorize 
these data into different sets according to their need, is called 
clusters. This  categorization process is mostly done by the 
people on the bases of similarities or dissimilarities based on 
the some rules or standards. The process of data 
classification may be supervised or unsupervised it depends 
on whether they assign New inputs to one of a finite number 
of discrete supervised classes or unsupervised categories, 
respectively [11], [12], [4]. 
 
 In supervised document classification, the mapping from a 
set of input data vectors  to a finite set of discrete class labels  
is modeled in terms of some mathematical function  
f=y(A,B), where B is a vector of adjustable parameters. The 
values of these parameters are determined (optimized) by an 
inductive learning algorithm (also termed inducer), whose 
aim is to minimize an empirical risk functional (related to an 
inductive principle) on a finite data set of input–output 
examples, where is the finite cardinality of the available 
representative data set [11]. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Fig.1 document clustering process 
 

Clustering or exploratory is an unsupervised classification 
data analysis process in which no labeled data are available 
[7], [9]. The goal of clustering is to separate a finite 
unlabeled document set into a finite and discrete set of 
objects rather than provide an accurate characterization of 
unobserved samples generated from the same probability 
distribution [13], [12].Backer and Jain [10] defined that “in 
clustering process an document or group of object is divided 
into a number of more or less similar subgroups On the bases 
of similarity measurement. 

 
There are lots of Clustering algorithms Available today 
which are used to partition documents into a certain number 
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of clusters/groups/ Categories. Most researchers describe a 
cluster by considering the object similarity and the external 
separation [8], [9], i.e., patterns in the same cluster should be 
similar to each other, while patterns in different clusters or 
groups will be dissimilar. Both the similarity and the 
dissimilarity should be examinable in a clear and meaningful 
way. Clusters are useful to search relevant document from 
the available groups and it provides the searching efficiency 
because it is applied on the smaller collection instead of 
whole document collections.  
 
There are different clustering techniques [1] each have their 
own working procedure, performance and issues. Some 
Clustering techniques include on [3], [4], [6], [7], [9] 
references. Before applying clustering method it is important 
to use data mining preprocessing activities such as stemming 
and removing stop words [16] and cleaning of the data.  
 
The rest of the paper is organized as follows. Section II 
describes the various clustering algorithms and related works 
for the document classification. Section III described a brief 
background of the proposed clustering architecture. 
Experimental results and conclusions are discussed in 
section IV and section V respectively. 

II. RELATED WORKS 

In this section, recent works related to the document 
clustering are discussed. The main objective of the document 
clustering is to classify a set of documents into a cluster and 
assign meaningful classes. Document classification can be 
dividing as follows [14]. Different clustering methods are 
shown in fig 2 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig.2 types of document classification 

 
In supervised document classification predefine classes set 
are available but in unsupervised document clustering there 

are no predefine classes. Similarity measure is applied for 
document clustering, in which similar documents are 
together into a cluster. 
 
In hard clustering algorithms each documents is exactly 
assign into a cluster while; in soft clustering it is possible to 
be a document into multiple clusters. Partitioning clustering 
algorithms like K-mean [14]; partition the set of documents 
into a number of clusters by moving documents from one to 
other cluster. Hierarchical clustering algorithms like Single 
link, complete link and average link prepare hierarchical tree 
of clusters [15]. 
 
Dash et. All[17] proposed a fast hierarchical clustering 
method based on partially overlapping partitions. Nanni[19] 
exploits triangle inequality property of metric space to speed 
up hierarchical clustering methods. Vijaya et all [20] 
proposed a hybrid clustering technique to speed up protein 
sequence classification. Few other clustering methods had 
been proposed to combine partition clustering method with 
hierarchical clustering methods [2]. The above mentioned 
work  suffers from lack  of efficiency and accuracy. The high 
complexity and low accuracy are still issues and challenges 
in the clustering. One of the main issue is related to multiple 
time document set scanning. Document scanning takes more 
time compare to document clustering.  

III.  PROPOSED CLUSTERING ARCHITECTURE 

Fig. 3 shows the proposed architecture for the document 
clustering; which consist of Document preprocessing, 
document term extraction and similarity measure and cluster 
finding phases. The following definition is used in document 
clustering architecture: 
 

Definition 3.1 (Document). A document represents to text 
which is the combination of term and frequency; it is 
denoted as 

 

1 1 2 2 3 3{( , ), ( , ), ( , )..( , )}i n nD t f t f t f t f=  

 
Definition 3.2 (Document Set). A document set is a 
collection or different documents; it is denoted as 
  

1 2 3{ , , , ..., }nD D D D D=  
 

Definition 3.3 (Term Set). The Term set of a document set D 
is the set of terms appeared in D; it is denoted as 
 

{ 1, 2, 3, ..., }TD t t t tn=  

 
Definition 3.4 (Term Matrix).  A Term matrix is a matrix or 
two-dimensional array contains the term and frequency of 
the documents. 
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Definition 3.5 (Euclidean Distance Matrix). An n × n matrix 
D = [dij] is called a Euclidean distance matrix if there exists a 
set of n vectors, say {x1… xn}, in a finite dimensional inner 
product space such that dij =| xi – xj|2 [18]. 
 
Definition 3.6 (Dendogram). It is used to show the same 
information as the graph, however distance or threshold are 
in vertical and points are at the horizontal axis [5]. The 
height at which two clusters are merged is the dendogram 
reflects the distance of the two clusters. 
 
Text Pre-processing: Text pre-processing means transform 
documents into a suitable representation for the clustering 
task. The text documents have different stop words, 
punctuation marks, special character and digits and other 
characters. This module is removed HTML Tages, Stop 
words from the text Documents. After removing stop words, 
word stemming is performed .Word stemming is the process 
of suffix removal to general word stems. A stem is a natural 
group of words with similar meaning.In the text-pre-
processing step we performed the following task:  
Removal of HTML tags and special character  
Removal stop words  
Word stemming  
 
The following algorithms are used for removing stop words 
and stemming. 
 
Algorithm1: This algorithm remove stop words & special 
characters 
 

Input:A document set D and List of Stop words L 
D={d1,d2,d3,….,dk} ;where 1<=k<=i 
                                tij is the jth  term in ith  document      
Output: All valid stem text term in D 

1. for (all di in D) do 
2. for (1 to j) do 
3. Extract tij from di 
4. If(t ij in list L) 
5. Remove tij from di 
6. End for 
7. End for 

 
Term Extraction: term extraction is the greatest challenge of 
document classification, so it became major issue in 
classification. This step performs two functions- indexing and 
term selection. In indexing method we assign the value to the 
terms in the documents. After indexing, term selection 
method is applied. It is the process of removing 
indiscriminate terms from the documents to improve the 
document classification accuracy and reduce the 
computational complexity. The algorithm 2 is proposed for 
indexing and term extraction.  

 

Algorithm 2: Algorithm  for Term Extraction 
Input : A document Set D and y minimum threshold value, N 
is the counter 
 D={d1,d2,d3,….,dk} ;where 1<=k<=i 

tij is the jth   term in ith  document      
Output: Documents set D with Terms 
1. for (all di in D) do 
2. for (1 to j) do 
3. Count  total occurrence of  tij in document di 
4. Assign the total occurrence of  tij  in N  
5. If (N<y)  
6. Remove tji from  the document di 
7. End for 
8. End for  

 
This proposed document clustering architecture works in the 
following steps- 
i. In document preprocessing it necessary to clean up the 

document by applying algorithms for stop word 
removing and stemming. For these tasks we maintain a 
predefined stop word list and stemming algorithms. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.3 document clustering framework 
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ii. When documents are completely preprocessed then can 
be transferred to the term extraction phase; in this phase 
terms or features are extracted from the document sets. 
And frequency of the terms is counted by the document 
sets. These terms and frequencies of the documents can 
be represented as table 1. 

iii.  Similarity measurement is performed on the term and 
document sets which is obtained into document term 
matrix. 

iv. For all documents similarity calculation and cluster 
preparation process are applied. This process continues 
until all documents are combining into similar clusters. 

 
TABLE I 

DOCUMENT TERM MATRIX 

Doc T1         T2            T3 T4   

D1 5 7 10 5   

D2 4 5 6 8   

D3 7 8 9 15   

D4 4 5 8 5   

D5 5 8 9 10   

IV.  EXPERIMENTAL RESULTS 

In this section, we evaluated the proposed framework 
experimentally. We have use twenty newsgroups dataset for 
document classification. This data set consists of 20000 
documents taken from Usenet newsgroup. Stop word 
removing and stemming algorithms are performed using 
Java language and executed on Intel Pentium 4 CPU (3.0 
GHz) with 1 GB RAM PC and Document similarity measure 
and clustering algorithms are performed using MATLAB 
2009b version on same PC configuration. Fig 4 and Fig 5 
shows the output of cluster preparation and dendogram. 
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Fig.4 clusters obtained by document clustering 
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Fig.5 dendogram of the clusters 

 
Experiments are also conducted with large datasets on Intel 
(3.6 GHz) with 8 GB RAM PC. Fig 6 shows the execution 
time  of the different document set size.  
 

 
Fig.6. execution time with different size documents 

V. CONCLUSION 

In this paper, we have proposed a clustering framework for 
large document sets. The process of large document 
clustering begins with document preprocessing and cleaning 
and terminates with preparing clusters according to 
similarity between higher terms. We have used a predefined 
threshold for extracting terms from the databases. This 
proposed framework is successful in terms of noise reduction 
and it assigns documents into most similar cluster in lesser 
timing. This proposed approach is also compared with the 
classical Kmean clustering method, in this comparison we 
found that this proposed framework is efficient and have 
higher performance. 
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