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Abstract: Detecting and segmenting moving objects in dynasn@nes is a hard but essential task in a numbapmications
such as surveillance. Most existing methods onkg gjood results in the case of persistent or sl@hibnging background, or
if both the objects and the background are rigitlis a difficult task to segment the moving objatthe existence of dynamic
background. Different kinds of methods exist irsthaper to solve the problem of motion detectiah metion segmentation.
This paper tells us about the various methods tesddtect objects under dynamic conditions, whaahenethod is explained
in brief along with its merits and demerits.
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. INTRODUCTION 1. RELATED WORKS

Automatically detecting and segmenting a movingeobj
from a monocular video is useful in many applicasidike
video editing, video summarization, video codingsual
surveillance, human computer interaction, etc.
methods have been presented. Many of them ainnctuest
algorithm for extracting a moving object from a eadwith
rich object and camera motion. However, extractang

Many

Most existing methods only give good results in ¢thse
of persistent or slowly changing background, doath the
objects and the background are rigid.

In the paper [1], we propose a new method for direc
detection and segmentation of foreground movingaibjin
the absence of such constraints. First, groups ixélg

moving object from a video with less object and eem having similar motion and photometric features are
motion is also challenging. Most previous automatic extracted. For this first step only a sub-gridrohge pixels
methods rely on object and/or camera motion toaete is used to reduce computational cost and improve

moving object. Small motion of the object and/omeaa
does not provide sufficient information for thesethods.

Most existing methods use motion to detect movibjgats.
They assume if a compact region moves differemnbynf
the global background motion, it mostly likely befs to a

moving object. Motion-based methods usually take th

detected moving pixels as seeds, and cluster pixéts
layers with consistent motions (and consistent rcalod
depth). When motion information is sparse and ingete,
they cannot work robustly. Instead of building aving

robustness to noise. We introduce the o$e-value to
validate optical flow estimates and of automatiadwidth
selection in the mean shift clustering algorithmalsecond
stage, segmentation of the object associated taveng
cluster is performed in a MAP/MRF framework

In this method, as we only work on a sub grid okejs, and
because we do not model the background, this meshook
computationally and memory expensive. The use afialp
dynamic and photometric features allows the extvacbf
moving foreground objects even in presence of ilhation

object model, some other methods build a background changes and fast variations in the background.ifgiste
model to detect and segment a moving object. These ingredients of our approach include the use of Ipevdo

methods work well for videos with static camerashev

validate optical flow vectors, the use of automatic

videos have complex camera motions, the background multidimensional bandwidth selection in the meariftsh

model is hard to build.

This paper gives you the brief information abowt Wiarious

methods used to detect moving objects under dynamic computations (optical

conditions along with there merits and demerits.
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clustering algorithm and the use of sparse motiata ¢h a

MAP-MRF framework. It is worth emphasizing that the
parameters involved in the preliminary motion
flow and parametric dominant
motion) are fixed to the same values in all experits,
while the other parameters (for clustering and sagation)
are automatically selected. We plan in the futweadd
temporal consistency either on a frame-to-frameshas
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within a tracker who’'s (re)initialization would gelon
detection maps.

In the paper [2], an adaptive change detectionrilgo for

the extraction of multiple moving objects has been
presented. The temporal changes identified by trenge
detection process are used to segment the videsctsbj
from the background. However, temporal changes bway
generated not only by the objects, but also by enois
components. The main sources of noise in the featur
analysis step are illumination variations, and camise.
The algorithm is designed based on a color difféga&on
between frames, to isolate the error contributicenssed by
sensor noise and illumination variations. Sensdsena@s
eliminated in the classification step of the chaxgéector
by taking into account its statistics, thus adaptithe
detection threshold to local information. Locauitiination
variations are eliminated in the post-processiagestof the
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motion. The key to developing segmentation techeschat
achieve the performance of the human visual systeto
incorporate higher level information into the segtation
process.

In the absence of any a priori knowledge aboutetasmnd
environment, the most widely adopted approach foving
object detection with fixed camera is based on gamknd
subtraction An estimate of the background(ofteriedah
background model) is computed and evolved frame by
frame: moving objects in the scene are detectedhky
difference between the current frame and the curren
background model. The main contribution of the pdgé

is the integration of knowledge of detected objects
shadows, and ghosts in the segmentation processhamce
both object segmentation and background update. The
resulting method proves to be accurate and reaatidk at

the same time, fast and flexible in the applicatidrinally,

change detector by using a knowledge-based approachthe method is highly computationally cost-effectsace it

organized in a hypothesize-and-test scheme.

In the paper [3] relies on a decomposition of efaame of
an image sequence into video object planes (VOR®)h
VOP corresponds to a single moving object in thensc It

is a new method for automatic segmentation of ngvin
objects in image sequences for VOP extraction. We
formulate the problem as graph labeling over aomgi
adjacency graph (RAG), based on motion informaticme
label field is modeled as a Markov random field (WRAn
initial spatial partition of each frame is obtainkey a fast,
floating-point based implementation of the watedshe
algorithm. We formulate the segmentation problem as
detection of moving objects over a static backgcodrhus,
the first step in the algorithm is to compensatertiotion of
the camera. The global motion is modeled by anteigh
parameter perspective motion model and estimatied) s
robust gradient-based technique an initial spatatition of
the current frame is obtained by applying the vsited
segmentation algorithm. For this purpose, the apati
gradient is first estimated in the color spaceufgtothe use
of Canny's gradient. Then, the optimized Rain fali
watershed algorithm is applied

The proposed technique succeeds in
boundaries that are not clearly distinct, where epth
techniques fail. It also accommodates sequences wit
rapidly moving objects, without marking uncovered

is not severe in computational time.

In the paper [5] tells about a new method (Grapxs
change method) does not depend upon intensitglf &nd
background model. Graph’s axis change method wwitks
the movement of pixel according to x and y axisisTh
method detects the moving objects according to géaole
position of pixels. If pixel changes its positioccarding to
X axis and y axis in a time period then we find Wetocity
and magnitude of positions. So we can detect thectsh
When the object is detected an alarm is gener&@edthe
other way Graph’s axis change algorithm does nptdé
upon intensity of light, it only depends upon singixel’s
movement.

In the paper [6] proposes to employ the visualesaly for
moving object detection via direct analysis frontegs.
Object saliency is represented by an informatidieisey
map (ISM), which is calculated from Spatio-temporal
volumes. Both spatial and temporal saliencies aleutated
and a dynamic fusion method developed for comimnati
We use dimensionality reduction and kernel density
estimation to develop efficient information thedardbased
procedure for constructing the ISM. The ISM is thexed

locating objects for detecting foreground objects. The proposed otbtis

robust to illumination changes and no prior knowledf
the scene is required. Moreover, ISM not only piesi the
saliency of each pixel for object detection, bigoafives

background as foreground. The memory contents are additional higher level object saliency informatiarhich

incorporated into a MRF model, along with motion
information and spatial information, to obtain aaBp-
temporal segmentation of the scene. Currently aatiam

can be used as one of the cue for event recognition

In the paper [7] there are five major parts: pixeVel

segmentation of video sequences remains an unsolvedmotion detection, frame level motion detection, Kegound
problem, since none of the proposed techniques canupdate, background subtraction and object segniemtat

accomplish this task for generic video sequencéss B
mainly due to the fact that VOPs cannot be chariaeid by
homogeneous low-level features such as color, textu

€
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Pixel level motion detection identifies each pisethanging
character over a period of time by frame-to-frariffecence
and analyzes the dynamic matrix presented in thigep
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Frame level motion detection focuses on the mopicels

ratio in the current frame. Fusing the detectiagulteof both
pixel and frame level, the background update maoudé!

maintain the suitable background model under difier
conditions. In background subtraction step, eacttewi
frame is compared against the reference backgrooukl,
pixels the current frame that deviate signifitaftom the
background will be detected. After the real timgeab
segmentation based on connected blob extractionnaage
down sampling, the moving object positions will ¢ned
and transformed to the original subtraction imamegst the
accurate final segmentation results . This papas
presented a real-time and accurate algorithm fovimgo
object segmentation in dynamic scene. The algoritta®
the unique characteristic of explicitly addressiveyious
difficult situations such as ghosts, automatic lgacknd
modeling, left object, uncertainty camera shakimgpd
abrupt illumination changes. Further it avoids peots
caused by undesired background modification.

algorithm, which is highly computationally cost effive,
the system can perform in real time even on comR©N

This

In the paper [8], the architecture of the segmémdevel
consists of several steps that must be executeshirtime.
The initial camera motion correction process uses a
calibrated fixed point in the frame and a frameftayne
correlation for adjusting limited but unavoidablantera
movements. The main process of MVO segmentation
detects moving points by background subtractioimtpaare
used as a mask in order to select pixels of intéreshe
frame. Labeling and a simple clustering are thefopmed,
with the final goal to segment individual blobs
corresponding to MVOs. Many visual features are
computed such as oriented extent, area, inertia entsn
textures, average speed, grey levels and coloodvam.
The average MVO speed is computed as the averadigalop
flow vector. This paper presents a novel approach f
moving object segmentation with an improved techeitpr
background computation, called S&KB background tpda

It exploits both statistical properties of backgrdupoints
and the knowledge of the already segmentedingov
objects. This S&KB approach allows to

a) Use a limited number of frames for background updat
suitable for real-time computation;

b) b) The frame can be sampled with a short time valer
allowing good responsiveness in background
adaptation;

c) c)The selectivity together with the knowledge of
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surround saliency. The new algorithm is inspired by
biological vision, and extends a discriminate folation of
center-surround saliency previously proposed faticst
imagery. By using dynamic texture models for motioe
derive an information theoretic measure of motialesicy.
The discriminate center surround framework,
combination with the modeling power of dynamic tegs
leads to a robust and versatile algorithm thathmmpplied
to scenes with highly dynamic backgrounds, evennithe
camera is moving. The algorithm combines spatiad an
temporal components of saliency in a principled ngan
Being completely unsupervised it does not requing a
training and can thus be automatically deployednéw
scenes, with no need for manual supervision orrmpearer
tuning. As the algorithm can work even for moving
cameras, it can also be incorporated into hand-leld
vehicle mounted sensing devices. Potential apicatfor
the army include automated surveillance with aldas
specific events, detection of events in archivelbei crowd
monitoring, detection of breaches of borders ankert
secure areas, path planning for autonomous vehames
automated target tracking.

in

In the paper [10] Background modeling and subtoacis a
natural technique for object detection in videogtoeed by
a static camera, and also a critical preprocessteg in
various high level computer vision applications.wéwer,
there have not been many studies concerning ufesfulres
and binary segmentation algorithms for this probl&kte
propose a pixel-wise background modeling and satitra
technique using multiple features, where generatind
discriminative techniques are combined for clasatfon. In
our algorithm, color, gradient and Haar-like featirare
integrated to handle spatio-temporal variations éaich
pixel. A pixel-wise generative background model
obtained for each feature efficiently and effedivéy
Kernel Density Approximation (KDA). Background
subtraction is performed in a discriminative mannging a
Support Vector Machine (SVM) over background
likelihood vectors for a set of features. The pgmb
algorithm is robust to shadow, illumination changgsatial
variations of background. We have introduced a iplelt
feature integration algorithm for background maoaigland
subtraction, where the background is modeled with a
generative method and background and foreground are
classified by a discriminative technique. KDA isedsto
represent a probability density function of the Kzgound

for RGB, gradient, and Haar like features in eactelp
where 1D independent density functions used fopkaity.

Our algorithm demonstrates are better performahes t

is

average motion of detected objects abates the falseother density-based techniques such as GMM and D&,

positive typical
update.

of highly responsive background

In the paper [9], we have proposed an algorithm for
unsupervised moving target detection based on kente

€
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the performance is tested quantitatively and catalely
using a variety of indoor and outdoor videos.

In the paper [11], we present an unsupervised idtgorto
learn object color and locality cues from the sparstion
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information. We first detect key frames with rel@lnotion
cues and then estimate moving sub-objects basdtiese
motion cues using a Markov Random Field (MRF)
framework. From these sub-objects, we learn anappee
model as a color Gaussian Mixture Model. To avdid t
false classification of background pixels with danicolor

to the moving objects, the locations of these soieats are
propagated to neighboring frames as locality c&asally,
robust moving object segmentation is achieved by
combining these learned color and locality cues wibttion
cues in a MRF framework. Currently, our algorithroris
off-line because object color and locality cues la@ned
from the whole video. However, our idea can be reckeel

to online applications. For instance, an object eh@dn be
built gradually by incremental learning.

This algorithm provides a robust solution for degliwith
camera motion by explicitly estimating the globabtion
and optical flow. However, explicit motion estinatislows
our algorithm down. In fact, 80% of computationsjgent
on motion estimation. An efficient motion estimatio
algorithm can speedup our algorithm significant@ur
algorithm only learns the cues of the moving object
Although our experiments prove its initial success,
performance may be improved by learning the baakgpio
model as well. However, it is difficult to build eh
background model using only the partial object oagi
because the regions outside these partial objgane are
not necessarily the background. Methods from video
surveillance have provided rich solutions for |éagn
background models for videos acquired by staticezas
Since we aim to segment moving object from reguldeos
with possible complex camera motion, it is muchdiear

In the paper [12] an iterative algorithm for segiiren
independently moving objects and refining and uipdaha
coarse depth map of the scene under unconstraaradra
motion (translation and rotation with the assumpttbat
the independently moving objects undergoes pure
translation is presented. Given a coarse depthangpired
by a range-finder or extracted from a Digital Eliéwa Map
(DEM), the ego-motion is estimated by combiningl@bgl
ego-motion constraint and a local brightness caogta
constraint using least median of squares (LMedSichwh
treats independently moving objects as outlierdndgyshe
estimated camera motion and the available deptmatst,
motion of the 3D points is compensated. We utitize fact
that the resulting surface parallax field is anpetar field
and use a corresponding parametric model to esdirtmat
parallax vectors for all pixels. We use the presiowtion
estimate to get the epipolar direction and hencelpi
where the parallax direction is not aligned towatts
epipolar direction are segmented out as movingtpoirhe
depth map for static pixels is refined using thénested
parallax vectors. All segmented regions are remofced
robustly estimating the ego-motion in subsequemgitons.

€
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A parametric flow model is fitted to the segmentedions
and their 3D motion is estimated using subspactysisa
The algorithm works well for unconstrained trarisiaal
motion of moving objects.

In the paper [13] we propose a simple ydeative
background subtraction method that learns and w=iamt
dynamic texture models within spatio-temporal video
patches (i.e. video bricks). In our method, thensce
background is decomposed into a number of regudhs,c
within which we extract a series of video bricksheT
background modeling is solved by pursuing manifdids
learning subspaces) with video bricks at each backgl
location (cell). By treating the series of videdcks as
consecutive signals, we adopt the ARMA (Auto Regjres
Moving Average) Model to characterize spatio-tenapor
statistics in the subspace. In the initial learnstage, each
manifold can be analytically learned, given seqesnof
video bricks. In the real-time detection stage, segment
foreground objects by estimating the appearancestated
residuals of the new video bricks within the copesding
manifolds. Afterwards, the structure of each mddifs
automatically updated by the Incremental Robust PCA
(IRPCA) algorithm and its state variation by estiimg the
state of the new brick and re-solving linear profde

In the paper [14], A method for detecting and
segmenting periodic motion is presented. We exploit
periodicity as a cue and detect periodic motiomamplex
scenes where common methods for motion segmentation
are likely to fail. We note that periodic motionteletion can
be seen as an approximate case of sequence alignmen
where an image sequence is matched to itself overon
more periods of time. To use this observation, st f
consider alignment of two video sequences obtaibgd
independently moving cameras. Under assumption of
constant translation, the fundamental matricesthadiomo
graphics are shown to be time-linear matrix funuio
These dynamic quantities can be estimated by mmagchi
corresponding space-time points with similar logadtion
and shape. For periodic motion, we match correspgnd
points across periods and develop a RANSAC proeetiur
simultaneously estimate the period and the dynamic
geometric transformations between periodic viewsingy
this method, we demonstrate detection and segnamtaft
human periodic motion in complex scenes with ngidri
backgrounds, moving camera and motion parallax. We
presented a method for detecting and segmentirigdier
motion in video sequences. The particular advantddbe
proposed method is that it can be applied to coxmple
scenes, but does not rely on camera stabilizatam,
segmentation nor on tracking. Our solution is foated in
the framework of sequence alignment. In this respec

(i) Investigated a general case of sequémsequence
alignment for independently translating cameras and

(ii) Showed how this approach applies to die¢ection
and segmentation of periodic motion in complex wide
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sequences with motion parallax and non-rigid motibthe .
background. One limitation of our approach is the
assumption of constant translation. To addressyémeral
class of motion while preserving linear estimatmiF(t)

and H(t), one could consider piecewise linear dympamial
approximations of F(t),H(t). Another direction fduture
investigation concerns alignment of non-periodictiomoin
different video sequences using the framework ahtpo
wise sequence alignment developed here.

In order to extract the moving object robustly onmgplex
background, the paper [15], presents a novel backgt
subtraction method for detecting foreground objeicts
dynamic scenes. The difference image of color dista .
between current image and the reference backgrionage

in YUV color space is first obtained. According the
mono-modal feature of histogram of the differenceage,

an adaptive clustering method based on histogragiven.

With morphological filtering, the flecks of noiseisted in

the segmented binary image can be removed. Finatly,
updating scheme for background image is introduted
follow the variation of illumination and environmtah
conditions. The information extracted by algoritiimthis
paper was used for segmenting moving targets. In
particular, the background subtraction was appiiedetect
image motion, and the algorithm correctly distiraigd the
changed areas in the scene from the background. the
proposed algorithm is simple and effective in segfing
moving objects.

Since the background update was performed onlyhén t
changed areas where the moving objects occurred too
frequently, the computational load is reduced Sigatly.
Moreover, the proposed methods are based on general
scenes, so it is suitable for other surveillanacpisace.
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Spatio-temporal Method

This method proposes to employ the visual salidacy
moving object detection via direct analysis from
videos. Object saliency is represented by an
information saliency map (ISM), which is calculated
from Spatio-temporal volumes. Both spatial and
temporal saliencies are calculated and a dynarsioriu
method developed for combination. We use
dimensionality reduction and kernel density estiorat
to develop efficient information theoretic based
procedure for constructing the ISM. The ISM is then
used for detecting foreground objects.

Colour and motion based method

In this method, we present an algorithm to leareatb
color and locality cues from the sparse motion
information. We first detect key frames with relab
motion cues and then estimate moving sub-objects
based on these motion cues using a Markov Random
Field (MRF) framework. From these sub-objects, we
learn an appearance model as a color Gaussian fdixtu
Model. To avoid the false classification of backgrd
pixels with similar color to the moving objects,eth
locations of these sub-objects are propagated to
neighboring frames as locality cues. Finally, rdbus
moving object segmentation is achieved by combining
these learned color and locality cues with motiaesc

in a MRF framework

IV CONCLUSION

This paper gives a brief review of various methosed for
object detection under different back ground caoditThe
above four methods of object detection will be iempénted
and a comparative study on all these algorithmg el

done based on various parameters under dynamic
conditions.
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In this method a novel background subtraction netho
for detecting foreground objects in dynamic sceises
studied. The difference image of color distance
between current image and the reference background
image in YUV color space is first obtained. Accoigli
to the mono-modal feature of histogram of the
difference image, an adaptive clustering methoddbas
on histogram is given.

e Graph Based Method
The Graph’s axis change method does not depend upon
intensity of light and background model. Graph’ssax
change method works with the movement of pixel
according to x and y axis.
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