€
AXJCSE International Journal of Computer Sciences and Engineering  Open Access
Review Paper Volume-1, Issue-3 E-ISSN: 2347-2693

Efficient Mobility Using Multicast Routing Mechamss

V. Ganesh Babu

Assistant Professor, Department of Computer Science
Government College for Women, Maddur, Mandya 58|, Karnatakaygbzone@gmail.com

www.ijcaonline.org
Received: 22 Oct 2013 Revised: 07 Nov 2013 Accepted: 18 Nov 2013 Published: 30 Nov 2013

Abstract- One of the most important metrics in the designPomobility protocols is thénandoverperformance. Handover
occurs when a mobile node changes its network fmdaitachmentfrom one access router to anothenotf performed
efficiently, handover delays, jitters and packetslairectly impact and disrupt applications andiises. With the Internet
growth and heterogeneity, it becomes crucial tagmesfficient handover protocols that aealable, robust and incrementally
deployable The current Mobile IP (MIP) standard has beemnnshto exhibit poor handover performance. Most otlverk
attempts to modify MIP taelightly improvats efficiency, while others propose complex tecfuais taeplaceMIP.
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I ntroduction multicast address for every mobile node requiregodal
multicast address allocatioacheme, and wastes multicast
resources. Furthermore, mobile nodes ingeecurity delay
with every handover, which may overshadow architedt
mechanisms that attempt to reduce handover delays.

The growth of mobile communications necessitatésiet
support for IP mobility. IP mobility addresses th@blem

of changing the network point-of attachment transpty
during movement. When the mobile node moves away fr
its current network point-of-attachmentyandover is
invoked to choose another suitable point-of-attastimin
such an environment, handover latency and mobility
dynamics pose a challenge for the provision ofcifit
handover. Several studies show that Mobile IP (MHe
proposed standard, has several drawbacks rangorg fr
triangle routing and its effect on network overhead end-
to-end delays, to poor performance during handduer to
communication overhead with the home agent. Several
micro-mobility approaches attempt to modify some
mechanisms in Mobile IP to improve its performance
However, as we will show, such approaches suffemf
added complexity and, in general do not achievebist f

M ulticast-based M obility (M& M)

Scalability of Multicast State: The state created in the
routers en-route from the MN to the CN is sourceup S,
G) state. With the growth in number of mobile nodasd
subsequently, number of groupS)( the number of states
kept in the routers increases. In general, if theme X'
MNs, each communicating witly* CNs on average, with
an average path length df hops then number of states
kept in the routers isx*y*I' states. Clearly, thisloes not
scale

handover performance. We follow a different apphose
IP mobility usingmulticast-based mobility (M&M)In such

—;
architecture, each mobile node is assigned a rasttic \ C> Ci&
address to which it joins through the access rediterisits
during its movement. Handover is performed through x\D g
standard IP-multicast join/prune mechanisms. Such )
approach, however, is not suitable for inter-domém
mobility, for several reasons. First, the architeetrequires
ubiquitous multicast deploymenivhich is only partially
supported in today’s Internet. M&M should be desigyrior
incremental deploymenand to allow co-existence with
other IP mobility protocols. Second, thrulticast statkept
in the routers grows as the number of mobile nodes
becomes larger. This problem may be alleviatedgustiate
aggregationtechniques. Third, allocating a globally unique

[
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Figure 1: Multicast-based mobility. As the MN moyas in
(b) and (c), the MN joins the distribution treedtgh the
new location and prunes through the old locatMalticast
Address AllocationIinter-domain M&M requires each MN
to be assigned globally uniquemulticast address. Using a
global multicast address for each MN may be wabgzfd
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requiring uniqueness may not be practicdlbiquitous
Multicast Deployment Inter-domain M&M assumes the
existence of inter-domain multicast routing. Weided,
however, that incremental deployment and interdpkta
should be an integral part of any architecture fBr
mobility.

Security Overhead: Security is critical for mobility support,
where continuous movement of mobiles is part of the
normal operation. Such setting is prone temote
redirection attacks, where a malicious node redirects to
itself packets that were originally destined to thiglulticast
address allocation is an active area of researehelVision
the number of MNs to grow tremendously. 3 mobileeT
problem is even more complex with multicast, whangy
node may join the multicast address as per the URigast
host model. These security measures are complexnayd
incur a lot of overhead. If such measures are iadokith
every handover, however, it may overshadow the fiisne
of efficient handover mechanisms2. To address Hwe
issues, we propose a hew approach for intra-domain
multicast-based mobility.

Intra-domain Architectural Overview

Reference Architecture: We consider an IP network for a
single domain, as shown in Figure 2. The network is
connected to the Internet through Border RouteRs{B An
Access Point (AP) is the radio point of contact damobile
node. A number of APs are connected to an AccesseRo
(AR). From the access router's point of view, eAéhis a
node on a separate subnet. When a mobile movesdnam
AP to another without changing AR is an intra-ARtdaver
case that can be specific to AR implementation iantbt
considered in this papefirst, we shall describe the
proxy-based approach and discuss the problemsiatesbc
with it.

Proxy-based Architecture: When a mobile node moves
into a new domain, it contacts its access routeR)(A
The AR performs the necessary per domai
authentication  and security measures, and theigres
RCOA for the mobile node (MN). As shown iRigure

3, the AR then sends reaquestmessage to the mobility
proxy (MP) to obtain a multicast address for thisiting
MN. The request message includes the home addfess
the mobile node and its home agent’s address.
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Upon receiving the request the MP performs two
tasks. The first is to register on behalf of thebite node

its own address as COA with the MN’s home agene Th
second task is to assign a multicast address #wisiting
MN, send areply messagdo the AR and keeps record
of this mapping. The mapping is used for packet
encapsulation later on. In this scheme, the MP imsna
transparent to the MN, which makes the placemernitii®é
within the domain flexible without notifying eveMN.

Figure 3: Event sequence as the mobile node moves into a
domain

Overview In this scheme we assume there is a one-to-one
mapping between an RCOA and MCOA. When a mobile
moves into a new domain it is assigned RCOA byARe
and the mobile performiter-domain handovei.e., it
registers the RCOA with its home agent. The AR
automatically inferehe multicast addresCOA) for the
mobile node from the assigned unicast address (RCOA
through a straight forwardigorithmic mappingdescribed
later in this section. The AR then triggers a Joiessage
for MCOA to establish the multicast tree. Packedstithed

to the MN’s home address are tunneled to its RC@#hb
HA. These packets when arrive in the foreign donaaim
identified by the border router (BR) as being desdito a
node on the m-subnet. As shown in Figure 4, theni&ips
the destination unicast address to mdticast addresand
transmits the packets to the MN down the multiceest.
The serving AR changes the destination address from
multicast to the unicast address. Since the déktina
address is modified twice within the network anstoesd

to the RCOA by the AR, the packet does not causerie
association violation at the mobile node.

Figure 4: High level architectural view: Data packet is unicast over
the Internet destined to the RCOA and arrives at the border router
(BR) for the mobile node. The BR intercepts the packet and
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Performs algorithmic mapping from the RCOA to MCOA,
The packet is then multicast within the domain.

Address M anagement

The number of multicast addresses required is ptiopal
to the number of mobile nodes in the domain. Thepsmf
an MCOA is local to the domain where it is usede TRv6
multicast addressing provides facility to definege within
the address. Hence, in the rest of the paper wademiPv6
address for both RCOA and MCOA.

il

TLA D [Rsvd NLA | sLA | Interface ID |

(a) IPv6 unicast address

[11111111 [Flags [Scopd

(b) IPv6 multicast address

Group ID |

[FPF] TAIDD  [Rsvd|NLA [ SLA [ IwefaceID |
—

| 1 T
[11111111]0000 0110 ] Reserved | Iterface D |

() RCOA to MCOA mapping

Figure 5: Algorithmic mapping

The standard IPv6 wunicast and multicast address
Architectures [32] are shown in Figure 4 (a) anjl {ve
modify the group bits to include interface ID ag throup

ID. The remaining bits of the group ID is Resertpdlt is
ignored by multicast routing. The 64-bit interfadB
address space is large enough for all the mobiidsnia
domain. We also define a new scope: micro-mobditgpe
with value Ox6. The SLA is a 16- bit long field, adsto
create local hierarchy and identify subnets. A lgirembnet

ID, identifying m-subnet, is defined for assigniRGOA.

I ntra-domain Handover

When a mobile moves from one AR to another, a hesdo
event takes place between the two routers. Thedvand
involvesroute repairthat is path setup inside the network to
redirect the incoming traffic flow to the new ARn I
proactive handovethe link between the MN and new AR is
established prior to its disconnection with the @®.
Hence a smooth handover, i.e. handover with lowkgtac
loss, can take place by exploiting the fact thatribw AR is
known a priori and bi-casting packets to both ascesters.

In reactive handovean abrupt disconnection may cause the
MN to switch over to the new AR. The route repaithis
case can only be initiated from the new AR, hence b
casting cannot reduce packet loss. Multicastingwal
proactive path setupo the new access router before the
mobile is actually connected to it. This can mirdenpacket
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losses in reactive handover where bi-casting fails.
Moreover, bi-casting being a special case of masting,
multicasting-based solution, e.g. M&M, performs aliy
well for achieving proactive handover. In this smttwe
describe one handover scheme where proactive path s
used to achieve smooth handover.

A site-local multicast group address is assignecedch
CAR-set, called CAR-set group address (CGA). EvERy
that is a member of a CAR-set must join the cowadmng
CGA, which serves as a control channel for the nemip
exchange the control signals. For example, in Eidurall
the access routers surrounding AR1 join CGALl toobex
members of AR1's CAR-set (CGA1). Similarly, AR1 nhus
also join six other CARsets corresponding to adjace
routers AR2 to AR7.

Figure 6: Handover across CARS
We define three new control signals as follows:

1. J-messagecauses the receiving router foin the
multicast group identified in the message.

2. L-messagecauses the receiving router teave the
multicast group identified in the message.

3. HO message exchanged between the two routers involved
in handover Its parameter includes the mobile's RCOA and
MCOA.

Consider the example shown in Figure 6. Assume ttieat
mobile's MCOA is MG and after power up in the domii
connects to AR1, which then multicasts a J-messagdes
CAR-set (CGAl). When AR4 receives the J-message, it
joins MG and creates an entry corresponding taMB©OA

in Joined state as shown in Figure 7 (a). Latemathe MN
moves to AR5 it becomes the new serving router.nThe
AR5 sends a multicast J-message to its CAR-set @GA
followed by a HO message to the old serving roéted.
Since AR4 is a member of both CGA1l and CGAS5, it
receives both J-message from AR5 and L-message from
AR1. After receiving the J-message the table ergry
updated as shown in Figure 7 (b). If received after
Jmessage, the L-message is discarded. Thus, ARdimrem
joined to MG. If received before the J-message, évaw,
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the L-message may cause AR4 to leave the MG, which of hops on the shortest path between the two. giviss a

interrupts packet flow to AR4 until it receives thenessage
and joins the MG group. The interruption may be
minimized by delaying the leave operation. In mcases
the HO message delay is sufficient to minimize the
interruption. A simple scheme can be employed that
periodically checks the table to purge all theiestthat are

in the Left state and consequently prune the cpording
multicast trees.

MCOa | Serving CGA State
Fouter
MG ARI CGAl Joined
(a)
Mcoa | Serving | ega State
Router
MG AR5 CGAS Joined

(b)

Figure 7: Table state at AR4 (a): when MIN1 is connected to
AR1 (b): after MIN1 moved to ARS

Evaluation and Comparison

In order to evaluate the performance of M&M and pane

it with other known schemes, we simulated M&M, Hawa
and CIP — the three routing based mobility solgonve
modified the network simulator, ns-2 to incorporst&M.
We changed the implementation of mobile node amessc
router to add mobility detection, handover algaritand
multicast routing.

Perfor mance metrics

We used the following performance metrics to evalube
performance of M&M and compare it to CIP and HAWAII

Handoff delayis defined as the difference between the time
at which the MN received the last packet from thé o
access router and the first packet from the neweszcc
router.

Depth of packet reorderingg measured as the maximum
difference in the sequence numbers of adjacent gisck
This is a rough indicator of the size of the buffieeded to
re-sequence the out of order packets.

Packet duplication is the total number of packetglidated

in a single handoff. This is easured as the dumafor
which reordering occurs. Since CBR traffic is used,
reordering duration gives an estimate of how maagkpts
can be duplicated irrespective of the packet rateha
source.

Routing efficiencys defined as the ratio of the number of
hops between the root of the tree and the MN tathmber

© 2013, IJCSE All Rights Reserved

gualitative comparison of routing efficiency.

We did not consider packet loss as a metric f& work as

it is also sensitive to factors other than handigfiay such

as packet arrival rate and mobility pattern. Mapili
detection need not necessarily be a part of theromic
mobility protocol as this can be better achievedhwi
additional information from lower layers.

Simulation Scenarios

To study the factors affecting the performancehefrmicro-
mobility protocols we simulated a rich set of scéra
including both tree topologies of varying depth giag
from 3 to 6. The link bandwidths were fixed at 1Qddkfor
wired links with delays varied from 10ms to 5m<tuas for

all links. Detailed 802.11 models in ns-2 were uiedthe
wireless part with cell overlap of 30m. Beaconscema
200ms apart are used for mobility. Prune timeoutsis set
for the multicast protocol. The handoff mechanisar f
M&M, CIP and HAWAII are bi-cast, semi-soft handefihd
Multi Stream Forwarding (MSF) respectively. Both W&
and CIP use bi-cast technique whereby packets iezasb

to both old and new ARs from a crossover point inithe
network. In contrast, HAWAII uses buffer and fordar
technique where the old AR buffers the packets and
forwards them during route repair. Random mobikitly
30m/s was the mobility pattern used for the MN. CBR
traffic with packet size of 512 bytes and 10ms/ghckas
used. To avoid the side effects of mechanisms bérot
protocols (like congestion control mechanism of JCP
affecting the handoff delay and packet delivery
performance, we chose CBR over UDP as opposed o FT
over TCP.

Simulation results

We conducted simulations over different topologies,
varying parameters like beacon timer, and link gel&ince
mobility detection mechanism is not a part of thetqcol,
simulations were set-up such that mobility detectbways
happened when the MN moved from one access roaoter t
another. This was to prevent loss of packets diigiltore of
mobility detection.

All the graphs follow a common format. Each grapbws
data for M&M, CIP and HAWAII (in that order fromfteto

right). The x-axis shows three sets of data comedimg to
link delays of 10ms, 5ms and 2ms (again from leftight)
for each protocol. Path lengths from fork routerotd and
new access routers vary along y-axis. For exanip|g,

means path length of 3 hops from the fork routethtoold
access routers and 2 hops from the fork routehéonew
access router. The z-axis shows the performancarneders
under evaluation.
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Figure 8: Simple tree topology

Figure 9 illustrates the handoff delays incurredNb§M,

CIP and HAWAII with link delays 10, 5 and 2ms. Frahe
graphs, we observe that the handoff delay for M&w a
CIP is small as compared to that of HAWAII. BothPCGAnd
M&M use bi-cast, which causes smooth handover with
negligible handover delay. Whereas, the HAWAII gsihe
MSF, a buffer and forward scheme consistently iadang
handoff delays.

Vol.-1(3), pp £80) Nov 2013

Figures 10 show the depth of reordered packets. We
measured depth of reordering instead of the nunuber
packets reordered because it indicates the sizbufiér
needed to re-sequence the out of order packéssolivious
from the graph that the depth of reordering is $rfad
M&M and CIP, whereas it is large for HAWAII. The toof
sequence packets in M&M and CIP is dependent on the
difference in the link delays from fork router tld @and new
access routers. The greater the difference, tretagraiill be
the depth of reordering. In case of HAWAII the dejs
large because the old access router buffers paaketshen
forwards it to the new access router via the cnssmuter.
The crossover router also forwards the incomingetscto
the new access router at the same time. This sesult
packets reaching the new access router out of .ofider
depth of reordering is dependent on the bufferingation
and the link delays from the cross over routerhie old
access router. Its also important to observe thatidn for
which reordering of packets occur. In M&M and CtRe
reordering occurs as long as bi casting is doneveier, in
HAWAII, reordering duration depends on the numbér o
packets buffered at the old access router andirikedelay
from the old access router to the crossover point.

Handoff Delay {ms)

mnj//
a0

a0
T+
&0
5|:|_
40+
304
20+
104

=
=
-

H32 Oz3 @3.1 O1.5 @z.4

Figure 9: Handoff Delav

It is also important to observe the duration forickh
reordering of packets occur, because it indicatesséimate
of the amount of packet duplication caused by &is&h

© 2013, IJCSE All Rights Reserved

Figures 11 illustrate the duration for which recmdg
caused by the three schemes. In case of M&M and 1G&P
reordering occurs as long as bi casting lasts ngusirge
number of packet duplication as shown in the figure
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MIax out
of
sequence
packets

daz1 0153 Oz24

Figure 10: Maximmum difference in sequence numbers of
consecutive packets.

Whereas, for HAWAII reordering duration dependstba
number of packets buffered at the old access rautdrthe
link delay from the old access router to the creesoint,
which shows relatively low number of duplicatiohs.case
of border router (BR) acting as the root of the tinakt tree
the M&M uses the shortest path to route

packets to the MN. This is unlike CIP, which usée t
shortest path along the reverse path from the Mt¢oBR
to route packets from the BR to the MN. Hence piesinot
guarantee shortest path. However, in most casewtitieg
in M&M is as efficient as CIP. In case of HAWAII uting
is a function of topology and node mobility, whiéh
generally less efficient than that of M&M and CIP.

Feordering
duration
(ms) 700 -

600+
500
A00-
200+

200
100 -
|:]_

MEM

=
=
=
T

1.3

3.2

MEM J
CIP
HAWAI
i

D32 O2imil mlig2d

Figure 11: Reordering duration
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Both HAWAII and CIP do not handle well the case veha
domain contains multiple border routers. In patticuif
packets enter the domain through one border roamer
leave through another border router, routing in ERs.
The M&M relies on the underlying multicast protodol
handle multiple border routers in a domain, whishoften
the case. For example, mechanisms exist in PIM-8M t
deliver packets to the RP irrespective of the liocabf the
sender (BR at which the packet enters the domaing
flexibility comes at the expense of decreasing ingut
efficiency, because packets are first tunnelechéoRP and
then delivered to the MN through the multicast trée
alleviate this situation only the BRs can be camfegl as
candidate RP, thus ensuring that one of the BRerhes
the RP.

Related Work

Several architectures have been proposed to proNade
mobility support. In Mobile IP (MIP) every mobileode
(MN) is assigned domeaddress antiome agen{HA) in

its home subnet. When the MN moves to anotbegign
subnet, it acquires a care-of-address (COA) throagh
foreign agent (FA). The MN informs the HA of its @O
through aregistrationprocess. Packets destined to the MN
are sent first to the HA, then axenneledto the MN. This is
known adriangle routing a major drawback of MIFRRoute
optimizationattempts to avoid triangle routing by sending
binding updatescontaining the current COA of the MN to
the correspondent node (CN). However, communication
overhead during handover renders this scheme ahsgit
for micro mobility. In end-to-end IP mobility is proposed,
based on dynamic DNS updates. When MN moves, it
obtains a new IP-address and updates the DNS nafipin

its host name. This incurs handover latency du®NS

update delays and is not suitable for delay-bounded

applications. Also, the scheme is not transparenthe
transport protocol that is aware of the mobility.

In the HA tunnels packets using a pre-arranged ioasit
group address. The access router, to which the BIN i
currently connected, joins the group to get datkets over
the multicast tree. This approach suffers from tiiengle
routing problem; packets are sent to HA first ahdnt to
MN. Each MN is assigned only a unique multicastradsl.
Packets sent to the MN are destined to that msttica
address and flow down the multicast distributicetto the
MN. The CN tunnels the packets using the multicast
address. This approach avoids triangle routingaddition

to reducing handover latency and packet loss. Tinysn
quantifies the superiority of handover performarfoe
multicast-based mobility over Mobile IP protocolkhese
schemes, however, suffer from several serious ipehct
issues, including scalability of multicast statejdiess
allocation and dependency on inter-domain multicege
address these issues in our work.
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Conclusion

We have presented a novel approach to IP micro lityobi
using intra-domain multicast-based mobility. Oupmagach
solves major challenging problems facing the depleyt

of multicast-based mobility. In terms of multicastate
scalability we note that the multicast state grovettO(G)

for the architecture presented in this study, asoepd to
O(SXG). Our novel algorithmic mapping scheme from
unicast to multicast address ensures collision-free
assignment by providing unique and consistent nmmppi
throughout the network. This solves the addresscation
problem and provides robustness and per-domaiagyias
multicast packets are not forwarded out of the domia
addition, we present a new proactive path setupreehto
improve handover performance. Our extensive siriarat
show that:

There is a significant difference in handoff detand packet
reordering performance between protocols usingeufit
types of handoff schemes. For example, M&M and @E
bi-cast while HAWAII use buffer and forwarding.

In most cases the M&M and CIP show comparable mguti
efficiency and handoff performance because both use
shortest path routing as opposed to HAWAIIL. Routing
packets on the path that is not the shortest patim the
root of the tree to the MN not only increases emé+id
delay, but also wastes bandwidth and creates exttaile
specific routing entries.

Bi casting: 11

- Masks handoff delays (handoff delay is zero)

- Produces large number of duplicate packets

- Shows small reordering depth depending on tHerdifice
in the path lengths from the fork router to the all new
access routers

Buffering and forwarding - Incurs longer handoffajes

- May produce large reordering depth For proactive
handover M&M performs as well as CIP, and it haadke
case of multiple BR in a domain better than othditse
M&M scheme is expected to outperform CIP in reagtiv
handover because of its proactive path setup clitpalbi
uses multicast routing protocol, e.g. PIM-SM, whih
more reliable with readily available robust implertaion
and people having more experienced managing itth&tse
factors facilitate the deployment of M&M in wirekes
service provider domain. Furthermore, it naturaliypports
efficient multicasting to MNs. In future, we plao éxtend
our simulator for simulating reactive handover sc@rs.
We also would like to develop M&M support for eféiat
mobile communication.
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