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Abstract— Low control overhead and Low energy consumptian taro key issues in wireless ad hoc sensor netwiorks
improve protocol efficiency. They decide the quatif service provided by the protocol. Dynamic S®uRouting (DSR) and
AODV (Ad hoc on demand distance vector) are preferouting protocols in wireless sensor networke fiouting overhead
of DSR and AODV is a drawback in power-constraieedironment. This is directly proportional to thattp length. This
paper presents enhanced and efficient routing ithges, namely EEDSR and EEAODV with a local roubevlenergy
consumption model for DSR and AODV. This model =uthe routing overhead and consumes less enargydiata
transfer and thus improves the efficiency of Ad ldeasor network.

Index Term—Wireless Sensor Network, EEAODV, EEDSR, Ad-hoc

. INTRODUCTION application related or personal data, and prograamany

A sensor node is capable of performing some primgss ~ USed for programming the device. Program memorg als
gathering sensory information and communicatinghwit contalns_|dent|f|cat|0n data_l of the device if prrnisd:la_lsh
other connected nodes in the network. A set ofcemsde memory is used due to their cost and storage cyiagi

is the basic component of the sensor network. Fiy 1

shows the basic sensor node architecture. It hasgyrfaur Communication unit has transceiver, which is naghint
components, namely sensing unit, processing unit combination of both, transmitter and receiver.ds Ibuilt in

communication unit and power unit. state machine which performs operations autométical
The operational states are transmit, receive, ald, sleep.
Most transceivers operating in idle mode have a gvow
consumption almost equal to the power consumed in
Processor receive mode. Thus, it is better to completely stovtn the
N transceiver rather than leave it in the idle modenvit is
not transmitting or receiving. A significant amouaf
power is consumed when switching from sleep mode to
transmit mode in order to transmit a packet. Thegyaunit
Povwer Unit is used by the sensor node for consuming power for
sensing, communicating and data processing. Moeeggn
is required for data communication than any othrecess.
Power is stored either in batteries or capacitBedteries,
both rechargeable and non-rechargeable, are the mai
source of power supply for sensor nodes. They &e a
classified according to electrochemical materiagédugor
the electrodes such as NiCd (nickel-cadmium), NiZn
(nickel-zinc), NiMH (nickel-metal hydride), and Hium
ion. Current sensors are able to renew their enégy
solar sources, temperature differences, or vikmatiovo
power saving policies used are Dynamic Power
Management (DPM) and Dynamic Voltage Scaling (DVS).
DPM conserves power by shutting down parts of #reser
node which are not currently used or active[7]. AD
scheme varies the power levels within the sensateno
depending on the non-deterministic workload. Byyirag

Sensing Unit Processing Unit Communication Unit
I

h 4

Sensor ADC ™
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Fig 1: Sensor Node architecture

Sensing units are usually made up of applicaticecisis
sensors and ADC’s (Analog to Digital Convertors)ieith
digitalizes the analog signals produced by the@snshen
they sense particular phenomenon. The processiihdnas

a processor or controller which performs taskscesses
data and controls the functionality of other comgruts in

the sensor node. Another element in the processiitgs
memory. Memory requirements are very much appboati
dependent. Two categories of memory based on the
purpose of storage are: user memory used for sgtorin
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the voltage along with the frequency, it is possita obtain
guadratic reduction in power consumption.

More than a literature review, Organize related kwer
impose structure. Be clear as to how previous wmikg
described relates to your own. The reader shouldhadeft
wondering why you've described something!! Critighe
existing work - Where is it strong where is it w@ak/hat
are the unreasonable/undesirable assumptions? ifydent
opportunities for more research (i.e., your thesi®) there
unaddressed, or more important related topics? rAfte
reading this chapter, one should understand thévatian
for and importance of your thesis. You should dieand
precisely define all of the key concepts dealt withthe
rest of the thesis, and teach the reader whatrehds to
know to understand the rest of the thesis.

Il.  PERFORMANCEMETRICS

The project focuses on two performance metrics whi®
guantitatively measured. The performance metrice ar
important to measure the performance and activities
are running in NS-2 simulation. The performanceriogt
are energy consumption of nodes, their sendings raibel
throughput which calculates packet overhead actbes
route.

Energy Consumptiorit represents the capacity or potential
of nodes to perform data transfer within given amoof
time. It also decides the lifetime of the node witithe
network.

Throughput: It represents the total number of bits
forwarded to higher layers per second. It can dso
defined as the total amount of data a receiveradlgtu
receives from sender divided by the time taken oy t
receiver to obtain the last packet. It also represehe
packet overhead within the route.

The efficiency of the ad hoc sensor network depeol
how well the nodes are distributed, and the netisork
throughput [4]. The on demand routing protocolsfqren
well as they provide routes only when data hasetedmt.
The routing overhead is less in case of on demauting
protocols. Another factor that depends on the nétwo
performance is that the total amount of energy corel

by the nodes during data transfer [9]. Here Coispas
based on Energy consumption and throughput of dhsoa
network is done between the on demand reactiveqotst
namely AODV (Ad Hoc on demand distance vector),
EEAODV (Energy Efficient Ad Hoc on demand Distance
Vector), and EEDSR (Energy Efficient Dynamic Source
Routing). Following are the assumptions for degsigrthe
algorithms of ad hoc network:

Assumptions:It is assumed that all nodes wishing to
communicate with other nodes within the ad hoc petw

o
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are willing to participate fully in the protocolsf dhe
network.

Packets may be lost or corrupted in transmissiorthen
wireless network. A node receiving a corrupted padan
detect the error and discard the packet. Nodesmiitie ad
hoc network may move at any time without noticed an
may even move continuously, but we assume thatpbed
with which nodes move is moderate with respecthi® t
packet transmission latency and wireless transamissi
range of the particular underlying network hardwiarase.

DSR (Dynamic Source Routing) Algorithnbynamic
Source Routing (DSR) is an Ad Hoc routing protocol
which is based on the theory of source-based rputither
than table-based. This protocol is source-initiatather
than hop-by-hop. This Protocol is composed of two
essential parts of route discovery and route maaree
[12]. Every node maintains a cache to store regentl
discovered paths. When a node desires to sendkatpac
some node, it first checks its entry in the cadfat is
there, then it uses that path to transmit the paakd also
attach its source address on the packet. If ibtstimere in
the cache or the entry in cache is expired (becafiteng
time idle), the sender broadcasts a route requetep to
all of its neighbors asking for a path to the dedton. The
sender will be waiting till the route is discoverdalring
waiting time, the sender can perform other tasksh sas
sending/forwarding other packets. As the route estu
packet arrives to any of the nodes, they check ftoeir
neighbor or from their caches whether the destinadisked

is known or unknown. If route information is knowthgy
send back a route reply packet to the destinatibaraise
they broadcast the same route request packet.

When the route is discovered, the required packétde
transmitted by the sender on the discovered rd\lsa an
entry in the cache will be inserted for the futuse. The
node will also maintain the age information of #m@ry so
as to know whether the cache is fresh or not. Wheata
packet is received by any intermediate node, st thecks
whether the packet is meant for itself or nott lisimeant
for itself (i.e. the intermediate node is the deibn), the
packet is received otherwise the same will be foded
using the path attached on the data packet. Sinée ihoc
network, any link might fail anytime. Therefore,ute
maintenance process will constantly monitors artlalgo
notify the nodes if there is any failure in the Ipat
Consequently, the nodes will change the entriesheir
route cache statement.

Ill.  SRALGORITHM STEPS

Step 1: Node is idle with initial energy

Step 2: Node receives a packet.

Step 3: Checks for data packet.

Step 4: If it is data packet, it tests for desiorat
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Step 5: If its destination then it receives packed goes
to step 1.

Step 6: If it is not destination, then forwards fiecket
following the route on the packet

and goes to step 1.

Step 7: If it is not data packet then it checks rfmute
reply.

Step 8: If yes then it checks itself for receivirgute
reply.

Step 9: If it is for itself then it has an entrydache and
transmits using this route and goes to step 1.

Step 10: If it s not for itself then it forwardsetipacket to
originator and also has a new entry in cache f@ th
path.

Step 11: If packet is not for a route reply theséhds
back a route reply packet to itself if it's a deation or
its neighbor. Otherwise broadcasts the packet.

Step 12: If node wants to send data then it chefks
entry in cache.

Step 13: If there is valid entry then it transmilte
packet using route in cache and goes to step 1.
Step 14: If no valid entry exist then it broadcastoute
request packet and waits for route discovery aves go
step 1.

AODV-The Ad Hoc On-Demand Distance-Vector Protocol
(AODV) is a distance vector routing for mobile ageh
networks. AODV is an on-demand routing approacd, i.
there are no periodical exchanges of routing infdrom. It
consists of two phases namely route discovery auder
maintenance [3].

Route Discovery Phase Of AODV[3]¥hen a node wants

to send a data packet to a destination node, thiee®iin
route table are checked to ensure whether thexecisrent
route to that destination node or not. If it isrthehe data
packet is forwarded to the appropriate next hopatavwhe
destination. If it is not there, the route discgvprocess is
initiated. AODV initiates a route discovery procassng
Route Request (RREQ) and Route Reply (RREP). The
source node will create a RREQ packet containiaght
address, its current sequence number, the destirsatiP
address, the destination’s last sequence number
broadcast ID. The broadcast ID is incremented e
the source node initiates RREQ. Basically, the sage
numbers are used to determine the timeliness df data
packet and the broadcast ID & the IP address tegétim
a unique identifier for RREQ so as to uniquely iifgn
each request. The requests are sent using RRECageess
and the information in connection with creationaofoute

is sent back in RREP message. The source nodedastad
the RREQ packet to its neighbours and then sdtaex to

o
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wait for a reply. To process the RREQ, the node gpta
reverse route entry for the source node in itsedable.
This helps to know how to forward a RREP to therseu
Basically a lifetime is associated with the reversate
entry and if this entry is not used within thisetime, the
route information is deleted. If the RREQ is lostridg
transmission, the source node is allowed to brastdagain
using route discovery mechanism.

The source node broadcasts the RREQ packet to its
neighbours which in turn forwards the same to their
neighbours and so forth. Especially, in case ofjdar
network, there is a need to control network-widedicasts

of RREQ and to control the same; the source node as
expanding ring search technique. In this technighe,
source node sets the Time to Live (TTL) value of th
RREQ to an initial start value. If there is no seplithin

the discovery period, the next RREQ is broadcasfiét a
TTL value increased by an increment value. The ggsof
incrementing TTL value continues until a threshaddlie is
reached, after which the RREQ is broadcasted ac¢hess
entire network.

When the destination node or an intermediate naitie av
route to the destination receives the RREQ, ittesethe
RREP and unicast the same towards the source redaig u
the node from which it received the RREQ as thd hep.
When RREP is routed back along the reverse path and
received by an intermediate node, it sets up adaotvpath
entry to the destination in its routing table. Whiea RREP
reaches the source node, it means a route froncestaithe
destination has been established and the source cend
begin the data transmission.

Route Maintenance Phase of AODX-route discovered
between a source node and destination node is airaenat

as long as needed by the source node. Since there i
movement of nodes in mobile ad hoc network andéf t
source node moves during an active session, it can
reinitiate route discovery mechanism to establishea
route to destination. Conversely, if the destinatimde or
some intermediate node moves, the node upstreatmeof
break initiates Route Error (RERR) message to tieetad
active upstream neighbours/nodes. Consequentlysethe
nodes propagate the RERR to their predecessor nohiss
process continues until the source node is readinkn

andRERR is received by the source node, it can eithep

sending the data or reinitiate the route discovery
mechanism by sending a new RREQ message if the i®ut
still required.

EEAODV (Energy Efficient Ad Hoc on demand Distance
Vector) Algorithm-Though AODV is suited for Wireless
Sensor Network over DSDV, it has various limitaoAs

the size of network grows, various performance itewf
AODV begin decreasing [1,8]. It is vulnerable torivas
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kinds of attacks as it is based on the assumptian dll
nodes must cooperate and without their cooperation
route can be established. The energy consumptiatsss
more while data transfer and routing overhead ames in
worst cases of unavailability of routes. A protocalled
EEAOQODYV is presented based on the model for reduttiag
packet overhead and energy consumption using hello
packets to exchange the local routes.

In this algorithm, during route discovery from theurce to

the destination the energy values along the route a
accumulated in the RREQ packets. At the destinadion
intermediate node (which has a fresh enough rautihe
destination) these values are copied into the RB&dket
which is transmitted back to the source. The source
alternates between the maximum remaining energy
capacity route and minimum transmission route etieng

it performs route discovery. The steps are asvialo

Step 1: Discover the neighbor node by sending hello
packets along with route information.

Step 2: If no route is available, send the hellokea
alone.

Step 3: When RREQ is received, check the localerout
table to know whether any neighbour with route to
destination exists.

Step 4: If so, send RREP. If not, broadcast RREQ.

Performance Modeling of EEAODVConsidering the
wireless ad-hoc sensor network as a cluster ofesseyver
gqueues in tandem, let us now have the total offtvad as
given in equation (1).

A=Acd (1)

Ac is the rate of control packets or the routingrbead and
A d is the rate of data packets. The control packetude
RREQ, RREP and hello packets. Since the hello ngessa
do not cause unnecessary overhead in the netwoek, t

RREQ and RREP packets are assumed in this work to

contribute toward c. Hello packets are negligible and they
are not taken into account. Assuming the numbédretib
packets to destination is the same in AODV and RE-
AODV the total number of packets flowing throughyan
node is given by the equation 2.

Ae S\ce de (2)

whereAe denotes the total flow of packets at any node fo.
Ace < Ac because there are less number of RREQ and
RREP packets. That is the total routing overhedesis for
RE-AODV. When there is large number of nodes in the
network, Ae is very small compared to the total offered
load. Hence from equations (1) and (2) we derivg it
equation (3).

o
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Ae <<\ 3)
For any particular routing assignment, the averageber
of links that a packet will traverse from the sauto sink
(destination) has the expected value of the nurab&nks
(hops) as given in Equation (4).

E [number of links in a path] &y 4)
wherey is the total external load. Taking the hop counts,
EEAODV is more efficient sinckc is less.

EEDSR (Energy Efficient Dynamic Source Routing)
Algorithm- The limitations of DSR protocol is that this is
not scalable to large networks and even requires
significantly more processing resources than makero
protocols [6]. EEDSR performs well with large netlwo
along with low control and packet overhead. It does
support beacon messages. Instead of beacon medikages
AODV and EEAODV, it broadcasts simple RREQ message
without destination information. When a neighbowde
gets this message they update their neighbour teidle
save neighbour information. When the original RREQ
message appear, then the nodes uses this informiatio
enhance route.lt has simple steps for broadcagttgets
which are given below:

Step 1: Discover the neighbour node by sending a
RREQ packet along with route information (with
destination information).

Step 2: When RREQ is received, check the localerout
table to know whether any neighbour with route to
destination exists.

Step 3: If so, send RREP. If not, broadcast RREQ.
variables that are going to be used in the study.

IV. METHODOLOGY

Simulation Environment

Simulation is carried out in Network Simulator (IR34).
It accepts a scenario file as input that descrithesexact
motion of each node and exact packets originatedam
node. It also describes the exact time at whicth ehange
in motion or packet origination is to occur. Thetailed
trace file created by each run is stored to diskamalyzed
using a variety of scripts. One such script cadedile *.tr
that counts the number of packets successfullyweied
and the length of the paths taken by the packetgetisas
additional information about the internal functiogi of
each scripts executed

Table 1 Simulation Parameters of AODV, EEAODV, and
EEDSR
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Parameters Walues
Channel Tvpe Wirelesz Channel
Phvsical charactenstics Two-way Ground

Propagation
Mactype 20211b
Datarats 30 Kbps
Topology FO0m X 500m

Fouting Protocol ACQDW EEACDY, EEDSE,

MNumber ofNodes Wary from 40 to 100
Transwut Power 0.003W
Packet Size 312 bytes

Mlobility Model Fandom Waw Point

Simulation Time 200 zec
Traffic Source CEE
Speed 0-60m sec

Simulation is done in a physical topology area 00rs x
500m which uses bidirectional links. Topology useélat
grid. At start of simulation, each node waits fopause
time and then moves towards a destination with eedp
lying between 0-60 m/sec. On reaching the destinait

Vol.-1(2), pp (11-18) Oct 2013

pauses again and repeats the above procedutest#ind of
the simulation time. Mobility models were createdl the
simulations using the varying number of nodes fréoa
100. Initial energy of nodes is assumed to be 1nfifes.
The mobility model used is random waypoint model.
Comparison of the routing protocols is done on tyain
energy consumption of nodes and their sending ratels
throughput of the network. Table 2 summarizes &wregal
parameters of routing protocols.

V. EXPERIMENTAL RESULT

5.1 Comparison based on Energy Consumption

The initial energy of the nodes is 1000 Joules. Fghows

the comparison between AODV, EEAODV, and EEDSR
based on average energy of nodes. Results shovihinat
total energy consumption of nodes in EEAODV is éesss
compared to AODV. But EEDSR performs well as
compared to both AODV & EEAODV. The numbers of
nodes are varied from 40 to 80 for efficiency. Bighows

the total energy consumption of nodes during datasfer.
The data rate varies as the numbers of nodes vafyom

0 to 50. Results show that EEAODV consumes lesser
energy when nodes are varied from 10 to 40 as cadpa
to AODV. But AODV consumes constant energy when
number of nodes increases beyond 30. EEDSR consumes
less energy till 30 nodes but shows linear perforceaafter

30 nodes.
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CEDSE — %
S !
4 2000 - A
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o~ H"H _.-"r

S 1500 - : // . I -
[y 4 “"'\-.t('
T : : |
LI:J / ____‘_——“'—'_Paé
% > o
S ;
a

500 I i i i I i i
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Mo, of nodes
Fig.2 Average Energy of Nodes
o
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Fig.3 Average energy consumption of nodes durinig dending

00

|
ACDY —+——
EAODV : ; : : : :
| EEDSR —=— | S

500

400

300

200

Packet overhead(Bytes/Packet)

0 i i i i i i i
40 45 a0 35 60 =}=} 70 =) 20

Mo, of nodes

Fig. 4 Packet overhead of nodes

@
@]CSE © 2013, IJCSE All RigtReserved 16



International Journal of Computer Sciences amgifteering

5.2 Comparison based on Throughput

The throughput of a network is calculated basedatio of
total number of packets sent and total number ckeis
received. Fig.3 shows the result of packet overhefd
network with respect to number of nodes varied given
random area.

The throughputs of AODV, EEAODV and EEDSR are in
bits per seconds. AODV achieved 590 bits/sec when
number of nodes was 80, while EEAODV recorded 490
bits/sec. As the pause time increases and moreoretw
routes are discovered, AODV throughput drops akgiac

Vol.-1(2), pp (11-18) Oct 2013

overhead recorded when number of nodes were 8Q@&s
bits/sec as shown in Fig 4. This shows the effdct o
variation in pause time of a mobile node. All three
protocols deliver a greater percentage of the meigid data
packet at low node mobility.

Fig .5 shows the packet overhead of nodes during da
sending. The sending rate is varied from 0 to 4ig®/dec.
Results show that AODV has larger packet overhead a
compared to EE ADOV and EEDSR. But when the sending
rate increases beyond 300 bits/sec the packet eagrh

overhead goes on increasing when number of nodes isbecomes constant for all the three protocols. EEDE&R

increased.
compared to AODV and EEAODV. The maximum packet

The EEDSR shows better throughput as low

routing overhead as compared to AODV and
EEADOV. Maximum overhead recorded for AODV is 70.

200 I T T | T T |
AODW —— | : : :
EEACDYW : : : :
FEDSR —%— | ¢ : : :
2 : : : :
= _ _ : _
Q: H H H H
= _ _ : _
[ab) N N N N
E : : : :
g 100 e R REEE —]
E N N N N
= ; : g :
E N R"""\-»‘_\_H‘ N - N
[¥] : ~— i :
& 50 - Hﬂ“m SRR AR —
: T~ ; 1
0 I I I 1 1 1 1
0] S0 100 150 200 250 300 350 400
SRate(Bits/sec)
Fig.5 Packet overhead during data sending
5.3 Comparison of Protocols Sx | Performance ACDV | EEAODV | EEDSE
Following table shows summary of performance mstoic e | hMetnes Frotocel | Frotocol | Protacel
AODV, EEAODV and EEDSR pr0t0C0|§ which gives the 1 Energy consumption | 2100 1 15007 12507
optimum results to choose the best routing protocol of 80 nodes
2 | Enerzy 2007 6007 6007
Table 2 shows that EEADOV has better throughpuh tha Con f:inpm:;effdj;z
AODV. The basic route discovery phase remains siame rate)
both. EEDSR performs well as compared to both |3 | Throughput of S0 390 450 270bits's
EEAODV and AODV. It also consumes 12% less energy | r{.’;f;;ghpm — ]31;‘ s2C ]fg T T
than EEAODV and AODV. Hence it improves the network bits'sec  (Semding | bits'sec | bits'sec | ¢
performance. rate)

o
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The simulated graphs show that EEAODV and EEDSR

VI. CONCLUSION

routing protocols were optimized to obtain a higher
throughput. EEDSR and EEAODV adapts quickly to
routing changes by reduction of sending route rsgue

packet. Throughput graph shows that EEDSR has lower

packet overhead than AODV and EEAODV. It also
consumes less energy.
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