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Abstract—In this technology bound era, data analytics is a decisive way to deal with this enormous amount of data that is 

getting collected from various sources such as social media, banking, healthcare etc. With the growing volume of this data, it 

has been getting more and more difficult to analyze the same with the existing techniques. This is where the concept of 

Machine Learning (ML) has turned out to be an indispensable way for giving this data an intelligent structure i.e. by sorting the 

clusters of data into data sets and drawing associations from previous information. However, the traditional machine learning 

methods are not helpful in manipulating the data in a way that we require as we are advancing in these various fields involving 

big data. In our research we have reviewed the various ML algorithms and learning paradigms for handling the big data 

problems by associating them with the challenges of the 6 big data dimensions- Volume, Veracity, Velocity, Variety, 

Visualization and Value. We have studied the similar approach of research given by Alexandera et al. and Gandomi and 

Haider. Adding on to their findings and methods we have considered two more V‟s – Visualization and Value and associated 

their characteristic challenges with the ML methods. We have mentioned the use of ML in preserving the privacy and security 

of the data as securing the data being generated is also a significant problem that needs to be addressed. 
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I.  INTRODUCTION  
 

With the augmentation of technology in the contemporary 

society, where social media and the internet have made it 

possible to get a plethora of information at one‟s fingertips, 

there has been a marked rise in number of people using the 

internet and other electrical gadgets. The data thus obtained is 

in huge numbers and is referred as Big Data. This data is 

gathered from various sources such as mobile phone 

applications, emails, videos, click streams [17], social media, 

health sectors [2], education departments [3]. Analyzation of 

this data to find the possible patterns and correlations is 

termed as big data analysis. The characteristics of big data 

can be divided into categories which are known as the Vs of 

big data. Most commonly discussed ones are volume, 

velocity, variety, veracity and volume [11]. These dimensions 

make it easy to narrow down the challenges that big data 

faces. To understand the characteristics of the data, some 

statistical and geometric patterns need to be extracted [11]. 

Machine Learning is a method to tackle this problem by 

training the data and giving it an intelligent structure. As the 

technology has advanced, the conventional methods of 

machine learning are no longer ideal. Many researches have 

been presented to overcome the challenges using various 

approaches. In 2014 Sukumar [5] in his research highlighted 

three important requirements for working with large datasets. 

They include scheming adaptive and highly scalable 

planning, developing ability and understanding analytical 

data elements before applying algorithms. In 2015, 

Najafabadi et al. [6] showed how deep learning could solve 

the general problems of machine learning for big data i.e. 

unstructured data, noisy data, high scalability of algorithms, 

streaming data, unlabeled data etc.  presented their research 

focused on signal processing in machine learning. They 

focused on the five critical problems that include learning of 

large scale data, types of data, streaming data, uncertain data, 

low value data and related these to the characteristics of big 

data. Although these research papers are really informative, 

the lack of correlation of the challenges with their specific 

solution makes it difficult to draw conclusions. In 2105 Al-

Jarrah et al. [4] surveyed machine learning for Big Data and 

their focus was to improve the effectiveness of wide-ranging 

systems and also the new algorithmic approaches for 

reducing memory being used. Al- Jarrah et al. mentioned the 

statistical aspect but the methods for minimizing 

computational complexity were not evaluated [9]. The 

approach used by Gandomi and Haider [10] to categorize the 

challenges according to the big data characteristics makes it 

easy to understand loopholes in big data analytics. However, 

they have not discussed the machine learning methods for the 
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problems. Alexandera et al. [9] have used this approach in 

their research, of categorizing the characteristics of the big 

data V‟s, and how different machine learning methods can be 

used to address the challenges. We have used this same 

approach in our research work Alexandera et al. have 

discussed about the 4 V‟s of big data- volume, variety, 

velocity, veracity, but there are two other important 

dimensions also that are visualization [33] and value [7]. We 

have studied their characteristic challenges also and 

associated them with the machine learning methods. Also 

security and privacy still remain an issue in Big data 

analytics. We have surveyed the possible machine learning 

algorithms resolving this issue which therefore also opens 

doors for future research work. 

   

II. METHODOLOGY 

 

 
Fig. 1 

 

A. Analytical Manipulation of Data 
For data analytics using manipulation there are three 
methods. 

These methods are shown in the fig2: 

 

Fig. 2 

1. Data manipulations                                                                                        

 The process of organizing the data in order to make it 

easier to read, differentiate and locate is data 

manipulation. In order to do that. Two major aspects 

affecting the machine learning conventional methods in 

big data are high dimensionality of datasets and huge 

amount of sample datasets [9]. Therefore, three types of 

data manipulations – dimensionality reduction, instance 

selection and data clearing. [9]. 

 Dimensionality reduction - To map high measurement 

space to lower measurement space is called 

dimensionality reduction [9]. Techniques used for doing 

this are Hessian LLE, Isomap, PCA, locally linear 

embedding (LLE), and Laplacian Eigenmaps. [26]. 

Another method is Autoencoders for encoding datasets 

[25]. Dimensionality reduction aims to tackle the 

problems of large image perception, processing 

challenges and the dimensionality problems. 

 Instance selection- Instance selection reduces size of the 

dataset and acts as a solution to imbalance in class [9]. 

Its approaches include progressive sampling, using 

domain knowledge, random selection, cluster sampling 

and genetic algorithm-based selection [12]. It tackles the 

problems of processing performance and modularity 

cure. 

 Data cleaning- It refers to the processing of wrong or 

inaccurate information in data. The methods used for 

this are smoothing filters and wavelet transforms [13]. 

Even Autoencoders can be used in order to remove the 

noise from a corrupted input data [9]. It challenges the 

problems of dirty and noisy data.    

 

2. Processing manipulation 

This method centers on how data is stored and worked on [9]. 

The 3 phases in which the processing happens (is shown in 

fig 2) are data transformation, data storage, and data 

estimation.  In order to capture the origin of the data so that 

it can be modified various techniques are used for e.g. 

Reduce and Map Provenance (RAMP) [14] but these 

methods have certain computational challenges. 

Parallelization is a good solution for the processing 

manipulations. Algorithms such as brute-force search and 

genetic algorithms, are parallel in their approach and may 

show a lot of performance improvement. Based on this 

parallelization, researchers have developed two methods- 

horizontal and vertical scaling paradigms. 

 

 Vertical scaling- In this, graphic processing units 

(GPUs) are used as a machine learning approach in big 

data. GPUs were firstly structured for picture display, 

image processing, matrix operations, and vector 

operations are  suited for such systems [9]. If they can 

be parallelised other machine learning methods can be 

implemented on them. However, other algorithms can 
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be implemented on a GPU if they can be parallelized to 

an acceptably high level. 

 Horizontal scaling- In this paradigm, processing is 

distributed over interlinked sites. There are further 2 

divisions for this method - batch oriented systems and 

stream-oriented systems [9]. 

 

B. Learning paradigms 

1. Deep learning 

Deep learning is used for creating categorisations of data 

by virtue of being a learning paradigm that is used to 

produce data representations, the most ubiquitous one 

being that of neural nets. [31] It changes data into abstract 

depictions that enables the features to be learnt [9]. This 

method is uses to process data layer by layer. As data 

passes through the hidden layers, nonlinear 

transformations are applied [9]. Every layer tries to 

diverge out the variation circumstances [9]. 

Autoencoders, Restricted Boltzmann Machine [19] and 

deep belief networks [20] are used as the building blocks 

of deep learning [9] [19].  

2. Online learning 

It can be defined as the ability to maintain continuous 

updates of models of data and it requires meticulous 

streaming of data. it consists of two major sub methods 

that are facilitating the simulation of continuous 

processing through the means of micro blades, or utilising 

processes to process data continuously [31]. This 

paradigm uses “learn as-you-go” approach [9] which 

lessens the computational load and improves processing 

performance. This also helps with the imprecation of 

modularity, real-time processing challenge and data 

locality. 

3. Transfer learning 

It is particularly focused towards approaching the 

problem of insufficient data for the domain in question 

[31]. By this method we basically target particular 

domains of the dataset. This method is useful when data 

size in the domain is insufficient. To ensure that this 

paradigm is capable of being utilised for the respective 

domains, the metamorphosis between these different 

domains is elaborated on [9]. Transfer learning helps in 

resolving challenges related to volume (class imbalance), 

variety (data heterogeneity and dirty and noisy data) and 

veracity (data uncertainty). 

Privacy and security 

Three main algorithms for preserving privacy are: 

 Randomisation techniques such as data perturbation [15] 

and matrix perturbation [16]  

 Anonymization techniques like K Anonymity [1] and I 

diversity [18]  

 Encryption techniques. For e.g. Secure Multiparty 

Computation and Homomorphic Encryption. [24]. This 

method ensures accuracy of data mining while keeping 

the privacy of the data as well. 

 Support Vector Machines (SVM) is a very popular 

algorithm designed for privacy securing of data [27][28] 

 

III. RESULTS 

 

The tables (fig 3, fig4) show how different ML approaches 

aim to solve the characteristic problems of the 6 V‟s of big 

data. The „+‟ sign in the table indicates good remedial 

method and the „.‟ represents partial solution. In the 

methodology section we have surveyed and presented our 

finding on how different data manipulation techniques and 

learning paradigms aim at resolving the challenges of big 

data by correlating them with the measurements of big data. 

The 6
th

 characteristic that is the value is considered as the 

output characteristic of big data. To get high value density 

and diversely meaningful data more research needs to be 

carried out to make current learning methods more flexible. 

The available methods- data mining and Knowledge 

Discovery in Database (KDD) [21] [22] [23] are used for 

obtaining high quality data but these methods do not focus on 

the diversity of the data. When it comes to od security and 

privacy of the data, the suggested methods (methodology 

sections) are very helpful.  These methods allow multiple 

parties to collaborate globally and the large data workload 

can be divided into smaller jobs which is better for 

protection and data mining tasks [24]. Solving these 

characteristic challenges will further help to solve the 

problems being faced in the various fields which are using 

big data like media, entertainment, educational institutes, 

banks [29] , astronomy [30] etc. For example, online learning 

is a helpful in the stock markets as it can be used to handle 

stock data predictions [9]. Local learning can be used for 

energy consumption predictions [9]. 

 

 
Fig. 3 
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Fig. 4 

 

IV. CONCLUSION 

 

To conclude, we made an attempt to survey the existing 

challenges in the region of big data estimation. Nowadays, 

machine learning is gaining much attention of the 

researchers for being an important tool for data scientists to 

overcome the data related problems. So, we reviewed the 

latest and improved ML procedures that may be used to 

solve the problems in Big data analytics. In this age of 

technology, where data runs in massive numbers ranging 

between terabytes and zettabytes [11], proper handling of this 

data can be very beneficial not only for the scientific society 

but also help in solving real world challenges. This field has 

a lot of scope for research as even more challenges arise 

from the vast amounts of data. One such problem is of 

concept drift. Our research also gives a direction to the 

future research work that can be done to the fill the gaps by 

presenting new methods or even by the help of these existing 

methods. 
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