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Abstract— Feature extraction is an important part of any image classification scheme. It provides more informative and 

compact values derived from the original data. In this paper two conventional and widely used techniques known as principal 

component analysis (PCA) and discrete wavelet transform (DWT) are used for feature extraction. Both techniques are based on 

entirely different approaches. The results for the two techniques are analyzed and compared. The classification is performed 

with a benchmark classifier support vector machine. The experiments are carried out on a publically available datasets. The 

results have shown that DWT has performed better than PCA under the tested scenario. 
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I.  INTRODUCTION 

  

Image classification is an important research area having 

applications in face recognition, character recognition, 

medical imaging, remote sensing, forensic, and object 

detection, etc. A classification tool and feature extraction are 

two major components in almost all such applications. The 

classification can be divided into two broad categories: 

supervised and unsupervised. The supervised classifiers need 

a set of samples with known labels. This set is called training 

set. By using training samples, the classifier is first trained 

through a learning or training process. During training process 

the classifier learns about the characteristics of the different 

classes in terms of some parameters. Once the training 

process is over, the classifier can classify the new unknown 

samples based on the knowledge it acquired. However, the 

performance of these classifiers highly depends on the quality 

and quantity of the training samples. Support vector machine 

(SVM) [1], random forest, and artificial neural networks, etc. 

are the well-known classifiers in this category. In the absence 

of good quality samples, the unsupervised classifiers provide 

the alternative. The distance based classifiers are prominent in 

this category. Usually the supervised classifiers provide better 

accuracy than their unsupervised counterparts.  

      Each element in digital images has some information 

mainly related to the colors. Bur for a particular application, 

not the entire image provide relevant information. The raw 

image is usually transformed to obtain more information 

about the color, shape, and texture, etc. about the objects in 

the image. This process is known as feature extraction. A  

 

number of feature extraction techniques are available that 

work on different aspects of the image to extract different 

kind of information. In this paper two unsupervised feature 

extraction techniques discrete wavelet transform (DWT) [2] 

and principal component analysis (PCA) [3] are analyzed and 

compared with the help of experimental results. For 

simplification, the images containing only single object are 

considered in the experiments. 

The remaining paper is organized as follows. In Section II, 

some research work related to problem is discussed, both 

feature extraction techniques DWT and PCA are briefly 

discussed in Section III. The methodology used is `presented 

in the Section IV, the experimental results are analyzed in 

Section V, and Section VI concludes the work with remarks 

on future work.   

 

II. RELATED WORK 

 

Khalil et al. [4] compared three features extraction techniques 

including gray level co-occurrence matrix (GLCM), 

histogram of oriented gradients (HOG), and local binary 

patterns (LBP) for the classification of MR brain images 

using k-nearest neighbor classifier. They found that HOG 

performed better than two other techniques for MR brain 

images. Öztürk and Akdemir [5] compared classification 

results of GLCM, LBP, local binary GLCM, grey level run 

length matrix (GLRLM), and segmentation based fractal 

texture analysis (SFTA) feature extraction techniques using 

different classifiers. The results for histopathological images 



   International Journal of Computer Sciences and Engineering                                     Vol. 6(8), Aug 2018, E-ISSN: 2347-2693 

  © 2018, IJCSE All Rights Reserved                                                                                                                                        583 

illustrated that SFTA is the best among all the tested 

techniques. 

       Yue et al. [6] used color features for being rotation, 

translation, and scale invariant. The RGB color space was 

converted to HSV color space. They also computed texture 

using GLCM and fused with color features to develop more 

robust system. Das et al. [7] reduced the feature set to 12 

irrespective of the dimensionality by feature extraction using 

binarization of the image. Boukharouba and Bennia [8] 

developed a feature extraction method with Freeman chain 

code for the images of handwritten characters. The method is 

independent of the size of the image and therefore no 

normalization is required. Bala and Kaur [9] used texton XOR 

patterns to collect image structure to retrieve the query and 

database images. The operations were performed in HSV 

color space. Gao et al. [10] proposed quaternion moments for 

color object classification. Quaternion moments are faster 

than the moments defined in polar coordinate system. They 

are implemented in RGB color space without losing original 

information. These features are good for color as well as grey 

scale images.  

 

III. FOUNDATION 

 

Usually better results are obtained with extracted features as 

compared to the raw image. The useful features are extracted 

by transforming the image with the help of some 

mathematical techniques. PCA and DWT are two such 

techniques, which are discussed in this section.   

A. Principal Component Analysis  

Principal component analysis (PCA) [3] is a statistical 

technique that can be used as an unsupervised feature 

extraction method. It diagonalizes the covariance matrix of 

the image by eigenvalue decomposition. The eigenvalue is a 

kind of measure of the variance of the variable. The higher 

eigenvalue indicates the greater contribution to the 

information. Therefore, only those variables are considered 

as features that correspond to higher eigenvalues. These 

orthogonal variables are known as principal components. 

PCA produces the uncorrelated principal components with 

decreasing variance. Only those principal components form 

the feature set that account for the most of the variance. 

Usually the first few principal components retain the most of 

the variance. 

Let us consider an image with n number of observed data 

elements. The mean value m is calculated as follows 

  
 

 
∑  

 

   

 
(1) 

The mean value m used to get covariance matrix C 

  
 

   
∑      

 

   

        
(2) 

The following eigenvalue equation is solved to obtain 

transformation matrix 

      (3) 

Where λ is the matrix of eigenvalues and V is the matrix of 

eigenvectors. The principal components corresponding to 

some top nonzero eigenvalues form the transformation 

matrix. With the help of transformation matrix, the desired 

features are produced. 

B. Discrete Wavelet Transform 

Wavelets are effective mathematical tools for signal 

processing in time-frequency domain [11] at different scales, 

resolutions, and shifts. The wavelet represents a signal in 

terms of their basis functions known as mother wavelet. It is 

capable of obtaining time information as well as frequency 

information. Its digital counterpart is known as discrete 

wavelet transform (DWT). In DWT, wavelet is represented 

by a set of low-pass and high-pass filters [9]. For a dyadic 

DWT, the signal is passed through the filters followed by 

decimation by a factor of two. Mathematically, the 1-D DWT 

is expressed as follows 

  
       ∑         

    
   

   
 

(4) 

 

where   
       is the wavelet coefficient of the signal     , 

i and j are the integers representing scale and translation 

parameters, and   is the mother wavelet.  

In a single step wavelet decomposition, the output of high-

pass filter is known as wavelet details and output of low-pass 

filter is called approximation. The process can be performed 

repeatedly. The number of levels for decomposition depends 

on the specific signal or image. The use of wavelet detail and 

approximation depends on the application. There are number 

of mother wavelets including Haar, Daubechies, and 

Symmlet, etc. The Haar is one of the most widely used and 

simple mother wavelet [12, 13] defined as 

  

     {
        ⁄

          ⁄  
                        

 

(5) 

 

It resembles the step function. For multi-dimensional DWT, 

the 1-D DWT is performed multiple times across multiple 

scales.  

 

IV. METHODOLOGY 

 

The methodology used in this work is illustrated in Fig. 1. It 

is based on the supervised classification approach. Before 

classifying the queried image, the classifier needs to be 

trained. The training process requires a set of images with 

given labels. Such a set of images with their given labels is 

known as training set. Once the training process is over, the 

classifier is ready to predict the labels for new input images. 

The performance of supervised classifiers heavily bank on 

the training process. Therefore, it is a crucial step in the 
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given methodology and training set should be prepared 

carefully with proper representation of all the classes. 

 
Fig. 1 The classification process: (a)    

               Training (b) Test. 

The methodology therefore can be divided into two parts: 

training and testing. The first step in both cases is denoising 

the input image to reduce the undesirable elements. Since 

different images from different sources may vary in size. 

Therefore normalization is used to bring all the images to a 

chosen standard size. In the next step, feature extraction is 

applied to extract the discriminative information. The 

extracted feature set is used as input to the classifier both in 

training and test phases. The trained classifier provides the 

label for the queried image.  

 

V. RESULTS AND DISCUSSION 

 

The experiments are carried out on the images from a 

publicly available Corel dataset. The sample images are 

shown in Fig 2. The images are divided in five classes: Gun, 

Tree, Ship, Dinosaur, and Rose. For each class the 40% 

samples are for training purpose and remaining 60% samples 

are used in the classification process. The SVM is used as a 

classifier. The implementation is done in Matlab and SVM is 

implemented with Matlab interface of the well-known 

LIBSVM [14] tool. The results presented in terms of 

classification accuracy which is determined as the percentage 

of the correctly classified images during testing phase. The 

overall classification accuracy (OA) is calculated as follows 
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(a)       (b)     (c) 

 

        
 

    (d)     (e) 

 

Fig 2. Sample images from the dataset: (a) Gun (b) Tree (c) Ship (d) Dinosaur (e) Rose. 
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The principal components of an image from class Gun are 

shown Fig 3 and components obtained by 2-D DWT 

decomposition are shown in Fig 4. It can be observed that the 

first principal component contains the highest amount of 

information. DWT provides four sub-images after one level 

of decomposition, out of which, the approximate component 

can be used as a feature. 

The classification results are given in Table 1. It can be 

observed that for the most of the classes, DWT provides 

better results. Only for class „Gun‟, the PCA based approach 

has produced better results. In both cases, the classification 

accuracies for class „Ship‟ is lowest. This could be due to 

more background features. The results for class „Dinosaur‟ 

are best. 

 

Table 1. Classification accuracies (%) in terms of OA. 

Class DWT PCA 

Bonsai 64.12 62.88 

Gun 64.56 65.41 

Ship 64.14 60.67 

Dinosaur 67.75 66.42 

Rose 66.37 65.16 

 

 

Overall, it is observed that the classification accuracy is 

better for those objects that do not have many other features 

or objects in the background. 

 

VI. CONCLUSION 

 

In this work, PCA and DWT techniques were used for image 

feature extraction for the purpose of the classification. The 

SVM was used as a classifier. The results for both feature 

extraction techniques were compared and analyzed in terms 

of classification accuracy. It is found that for the given 

methodology, the DWT based approach produced better 

results than PCA. Both techniques resulted in better results 

for those images that do not have many features in 

background. Therefore, the future work includes the removal 

of background from the image before object classification. 
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Fig 3. Principal components of an image from class Gun: (a) First (b) Second (c) Third 

 
 

 

Fig 4. The components of an image from class Gun obtained by DWT decomposition. 
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