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Abstract- The number of methods available in data mining to detect the outlier by making the clusters of data and then detect 

the outlier from them. The objects that are similar to each other are organized in group it’s called cluster and the objects that do 

not comply with the model or general behavior of the data these data objects called outliers. Outliers detect by clustering. 

Density based clustering algorithm (DENCLUE) is one of the primary methods for clustering in data mining which groups 

neighboring objects into clusters based on local density conditions rather than proximity between objects. Data points are 

assigned to a cluster by hill climbing, points going to the same local maximum are put into the same cluster. The traditional 

density estimation only considers the location of the point, not variable of interest. Depending on the convergence criteria, the 

method needs less iteration as fixed step size methods and improving cluster quality and also finding an outlier correctly.  
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I. INTRODUCTION 

 

Data mining is the process of extraction of hidden patterns 

or characteristics from such large datasets and transforms it 

in an understandable manner. There are many tasks involved 

in data mining. One of the tasks is clustering where a set of 

objects is divided into several clusters where the intra-

cluster similarity in maximized and the inter-cluster 

similarity in minimized. 

 

Big data may be defined as a term for data sets that are so 

large or complex that traditional data processing 

applications prove inadequate. Big data exhibits different 

characteristics like volume, variety, velocity and veracity 

due to which it is very difficult to analyze data and obtain 

information with traditional data mining techniques [1]. 

 

 

 

  

Figure 1.    Clustering Stages 

 

Clustering algorithms may be broadly classified into 

partition-based algorithms, density-based algorithms, 

hierarchical-based algorithms and grid-based algorithms. 

The DBSCAN, OPTICS and DENCLUE are some of the 

most commonly used density-based clustering 

algorithms[2]. Density based algorithms find the cluster 

according to the regions which grow with high density. 

There are two approaches that may be used in density-based 

methods. The first approach, called the density-based 

connectivity clustering. The algorithms that represent this 

behavior include DBSCAN and OPTICS. The second 

approach pins density to a point in the attribute space and is 

called Density Functions. This behavior include algorithm 

DENCLUE. 

Outliers are objects in the data, which are significantly 

different from the rest of the data. Outlier detection is a 

process of finding such anomalies in the data. Outlier 

detection is a primary step in many data-mining 

applications. 

Section I contains the introduction of clustering and outlier 

data. Section II contains the related works of clustering and 

outlier mining. Section III deals with the problem of existing 

implementation of Dbscan and Optics algorithm. Section IV 

specifies the  objectives of the proposed algorithm.. Section 

V explain the methodology of the proposed algorithm. 

Section VI describes results and discussion. Section VII 

specify concludes research work with future directions.  

 

II. RELATED WORKS 

 

Data objects or elements that are entirely different from 

others or inconsistent in comparison to other data elements 

are referred to as Outliers. Outlier data do not comply with 

the general behavior of the database and exhibit deviant and 

aberrant behavior. It could also be viewed as the process of 

clustering, but with the difference that clusters look out for 

the objects or records that have the least similarity and 

different behavior compared to the rest of the data. Mining 

for outliers is an important data mining research process 

with numerous applications including credit card fraud 

Raw Data Clustering Algorithm Cluster 
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detection [3], identifying computer network intrusions [4], 

detecting employers with poor injury histories [5], discovery 

of criminal activities in e-commerce, weather prediction, 

marketing and customer segmentation. Two key phases of 

outlier mining are: identifying the inconsistent data in the 

large input database and the extraction of the expected 

number of outliers or deviant data points. The commonly 

used approaches are statistical based approaches [6], 

distance based approaches, cluster based approaches and 

density based approaches [7]. The Statistical model starts 

out with a distribution or probability model for the given 

data set and then looks out for deviation from the considered 

model. Distance based technique carries forward the concept 

used in clustering, with the modified objective of grouping 

or looking out for data points that lie in far distances. In 

unsupervised learning, outliers that are considered as noise 

[8] because they can severely affect the results of clustering. 

It is removed from the analysis. In clustering based methods, 

the normal data objects belong to large and dense clusters, 

whereas outliers belong to small or sparse clusters, or do not 

belong to any clusters. Density based outlier [9] detection is 

closely related to distance based outlier detection since 

density is usually defined in terms of distance and this paper 

deals with density based approach to find cluster[10]. 

Alexander Hinneburg et al [11], proposed a new algorithm 

for clustering in large multimedia databases i.e. called 

DENCLUE that can handle noise. In this approach, they are 

able to find nonspherical shaped clusters using local density 

function. They evaluated performance of DBSCAN with 

DENCLUE which shows that DENCLUE is more superior 

to DBSCAN. B.G. Obula Reddy et al., [12] proposed a 

comparative analysis of various clustering techniques that 

enables us to choose best clustering algorithm by explaining 

each of them with characteristics, examples, positive and 

negative aspects. Mariam Rehman et al.,[13] provided 

comparison between DBSCAN and RDBC algorithm by 

implementing them using iris data set that concluded that 

RDBC is more efficient algorithm than DBSCAN as it can 

handle outliers more effectively. Henrik Bäcklund et.al., 

[14], has first provided description about DBSCAN 

algorithm with all its relevant terminologies. Anoop Kumar 

Jain et al.,[15] presented a survey of recent clustering 

techniques for data mining research that includes centroid 

based, connectivity based, density based and distributive 

based clustering and discussed about k-means,rapid 

clustering method and hierarchical agglomerative clustering. 

Rui Xu et.al.,[16] explained procedure of cluster analysis 

using few steps with a feedback loop. They carried out 

complexity comparison among various clustering 

algorithms.  

 

III. PROBLEM STATEMENT 

 

This algorithm is concerned with analyzing and finding the 

solutions of the problem of density clustering in order to 

find outliers. The density based clustering is influenced by 

the density divergence problem that affects the accuracy of 

clustering and cannot choose its parameter according to the 

distribution of the data set [17]. The traditional density 

estimation is also considered as the location of the point, not 

variable of interest and hill climbing may create unnecessary 

small steps in the beginning and never converges exactly to 

the maximum. The solution produced by the existing 

algorithms like DBSCAN and OPTICS are not effective on 

the above issues [18].  

 

IV OBJECTIVES 

 

For Knowledge Discovery in Database (KDD) applications, 

finding the outliers, i.e. the rare events, is more interesting 

and useful than finding the common cases. The main 

objectives of this algorithm have been  

 To improve cluster quality and finding correct 

outlier. 

 To produce more accuracy in hill 

climbing process to find density 

attractors   

 

V. METHODOLOGY 

 

The overall problem can be formulated as follows: 

Assume that datasets have the form (<Location>, 

<variable_of_interest>). More formally, a dataset O is a set 

of data objects, where n is the number of objects in O 

belonging to a feature space F. 

 O = {o1, o2, o3… on} ε F                                       (5.1) 

Assuming that objects o ε O have the form ((x, y), z) where 

(x, y) is the location of object o, and z denoted as z (o) is the 

value of the variable of interest of object o. The variable of 

interest can be continuous or categorical. Besides, the 

distance between two objects in O, o1= ((x1, y1), z1) and o2= 

((x2, y2), z2) is measured as d ((x1, y1), x2, y2)) where d 

denotes a Euclidian distance[19].  

 

5.1 Influence and Density Functions 

In general, density estimation techniques employ influence 

functions that measure the influence of a point o ε O with 

respect to another point v ε F, a point o’s influence on 

another point v’s density decreases as the distance between o 

and v increases. In particular, the influence of object o ε O 

on a point v ε F is defined as: 

 

 finfluence (v, o) = z (o) * e *(-d(v , o)
2
 )  /  (2σ

2
 )    (5.2)              

                                      
 

If for every o ε O, z (o) =1 holds, the above influence 

function become a Gaussian kernel function.The parameter 

σ determines how quickly the influence of o on v decreases 

as the distance between o and v increases. The overall 

influence of all data objects oεO on a point v ε F is 

measured by the density function ψ
o
(v), which is defined as 

follows: 

                       n 
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            Ψ
o
(v)=∑ finfluence(vi, oi)                             (5.3) 

                       i=1                                                                    

 

5.2 Local maximum procedure 

The improved algorithm operates on the top of the influence 

and density functions that were introduced in equations 5.1, 

5.2 and 5.3. Its clustering process is a hill-climbing process 

that computes density attractors. During the density attractor 

calculation process, data objects are associated with density 

attractors forming clusters. A point a, is called a density 

attractor of a dataset O if and only if it is a local maximum 

or minimum of the density function ψ
o
 and | ψ

o
(a)| > ξ , 

where ξ is a density threshold parameter. For any 

continuous and differentiable influence function, the density 

attractors can be calculated by using a hill climbing 

procedure [20]. The proposed method does not calculate the 

density attractor for every data object. During the density 

attractor calculation, the data objects closed to the current 

point are examined when moving towards the supervised 

density attractor. If their density values have the same sign 

as the current density value at the calculating point, those 

data objects will be associated with the same final density 

attractors after it has been computed. In each iteration step, 

locate the data objects close to oi
 j+1

, i.e. data objects whose 

distance to oi
 j+1  

is less than σ/2. Each data object close to oi
 

j+1
 is processed as follows: If the data object does not belong 

to any cluster yet, the object is marked with the same cluster 

ID as those attracted by the current attractor computation. If 

the data object already belongs to a cluster ci, all the data 

points in the cluster ci are marked with the same cluster ID 

as those objects that have been collected by the current 

attractor computation. The hill climbing procedure stops 

returning a density attractor a, if | ψ
o
 (a)| > ξ, a is 

considered a density attractor, and a cluster is formed. 

 

An improved hill climbing procedure performs the 

following steps. First, the influence and density function is 

used. The influence of each data point can be modeled 

formally using a mathematical function which is called an 

influence function. Influence function describes the impact 

of data point within its neighborhood and then the density 

function calculated. Secondly, clusters can be determined by 

identifying density attractors where density attractors are 

local maximum of the overall density function which is the 

sum of influences of all data points. Finally, the outlier can 

be detected if any point does not belong to cluster. The 

improved algorithm is shown in the Figure 2.  

 

Influence  & Density function 

 

Step1: find the distance of dataset1(x) and  

           dataset2(y).                         

Step2: find I(x,y) = z(o) * exp { - [distance(x,y)**2] / 

[2*(sigma**2)] }( σ, the std. dev.).  

Step3: Repeat the step4 until end of the data set 

           to find sum of influence of each another 

           dataset.       

Step4: Density = Density + Influence (entity, 

           sigma). 

 

 

Density-attractor 

 

Step1: Take arbitrary any object xi. 

Step2: Repeat step3 until find local density 

           attractor (xn   < density threshold). 

Step3: Calculate gradient to find neighbor 

            point. 

Step4: Move to next point xi+1. 

 

 

 

Clustering and outlier 

 

Step1: Data Set O ={ o1, o2, o3, o4, ....... on}.  

Step2: Find (Highly) Populated Cells  

           (use a threshold=ξc) 

Step3: Identify populated cells (+nonempty 

           cells). 

Step4: For any uncluster data objects, find 

           density attractor points, C*, using hill 

           climbing iteratively: 

  (i)  Randomly pick a point, pi. 

  (ii) Compute local density (r=4σ). 

  (iii)Pick another point, pi+1, close to pi, 

                  compute local density at pi+1. 

  (iv)If LocDen(pi) < LocDen(pi+1), 

                  Climb. 

  (v) Put all points within distance σ/2 of 

                 path, pi, pi+1, …C* into a density 

                 attractor cluster called C*. 

Step5: Connect the density attractor clusters, 

           using a threshold, ξ, on the local 

           densities of the attractors. 

Step6: If any object does not belong to C*,  

            it is called outlier object. 

Figure 2: Outlier Mining Algorithm 

 

VI. RESULTS AND DISCUSSIONS 

 

In order to show the different density based clustering 

algorithms and DENCLUE algorithm is used in synthetic 

and benchmark image dataset. Four bench mark datasets 

(Iris, Liver Disorder, Breast Tissue, Spectf Heart) are used 

and the datasets taken from the machine learning repository 

at UCI. The Iris dataset is multivariate and has three classes 

consisting of 50 objects. The liver disorder dataset has 345 

instances and 7 features. The Breast Tissue dataset has 106 

object and 10 features and Spectf Heart dataset has 267 

ojects and 22 features. 
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Experiment is done on three parameters in order to compare 

DBSCAN, OPTICS, DENCLUE. First parameter is shape of 

clusters. All the three algorithms support arbitrary shape of 

clusters.   Second parameter is Handling of Noise as noise 

increases DENCLUE performs very well and OPTICS also 

perform well but in case of DBSCAN, it does not perform so 

well. Third one is Cluster quality that is defined in terms of 

F score follows. So, DENCLUE is superior to DBSCAN and 

OPTICS. 

 

Table 1:  Comparison of Density based Clustering Algorithms 

                    

 
Figure 3. Performance comparisons between existing and proposed  DENCLUE on number clusters formed in different 

datasets 
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Figure 4.  Comparison of  algorithms based    on quality 

Algorithms 
Clusters 

Shape 

Noise 

Handle 

 

Cluster 

Quality 

 

 

DBSCAN 

 

Arbitrary 
Not good 

 

91.3% 

 

OPTICS 
Arbitrary Good 

 

94.3% 

 

DENCLUE 

 

Arbitrary 
Very Good 

 

 

97.08% 
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In terms of cluster quality DENCLUE leads while OPTICS 

and DBSCAN is lacking behind. From the comparison, the 

numbers of clusters are formed in developed DENCLUE 

algorithm is less than to traditional methods. Due to the 

reduction in number of clusters the outlier can be found 

correctly. 

 

VII. CONCLUSION 

 

This improved density based clustering approach that 

extends the traditional density estimation techniques by 

considering a variable of interest that is associated with a 

spatial object. Density is measured as the product of an 

influence function with the variable of interest. The 

algorithm uses local maximum method to calculate the 

maximum (density attractors) of a density function and 

clusters are formed by associating data objects with 

density attractors during the local maximum procedure. 

Analyses the outlier object and get some knowledge from 

the objects because the outlier can be useful for many 

applications and also further improved to reduce the run 

time. Compared with other algorithms, the improved 

algorithm produces significantly better results. 
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