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Abstract— In this paper, the performance to optimize feed-forward neural network has been evaluated for the classification of 

voice signals of English alphabets. There are various feed forward neural network models have been used earlier but the 

selection of optimize architecture is a challenge. In this paper we are implementing a optimize architecture which is best 

suitable for the classification of voice signals. Digital signal processing operations are applied on analog speech signals to 

convert them into digital form and then to make them suitable for further processing by neural network models. 
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I.  INTRODUCTION  

Voice recognition is an interesting and challenging task. In 

this task the inputs provided to the system may be highly 

variable [1]. Hence, to handle these problems, the modular 

structure of speech recognition system can be considered 

which is similar to the human mechanism of speech 

perception. It is considered that a speech recognition system 

can be an isolated word recognition system, a connected 

word recognition system, a continuous speech recognition 

system or a spontaneous speech recognition system [2]. 

It has been observed that the major problem with automatic 

speech recognition systems is to handle the variable length 

speech sequences. Hidden Markov Models (HMMs) are good 

in handling such data and modeling temporal behavior of the 

speech signals using a sequence of states. HMMs based 

phonemes recognition techniques were proposed in which 

feature pattern vector was created by extracting features from 

a single phoneme [3]. Further, HMMs and neural network 

models have also been used for speech recognition tasks [4, 

5]. It is reported that the neural networks have been used 

extensively for many applications in speech processing and 

recognition such as speech synthesis, speaker adaptation and 

recognition, keyword spotting, etc. [6], [8]. 

Backpropagation neural network with identification rate 

above 90% was used to perform and improve the accuracy of 

the classification of audio signals [9]. A multilayer 

perceptron neural network system optimized with genetic 

algorithm for classifying audio into speech and music was 

presented and wavelet transformation method has been 

applied for feature extraction [10]. It is reported that in this 

model system achieved 96.49%recognition accuracy.   

Despite of the number of sincere efforts and research work 

done in the area of automatic speech recognition using 

artificial neural network, still there is some space left for the 

selection of optimal neural network architecture for 

recognition of speech with good accuracy. Therefore, in the 

present paper, we are investigating the performance of 

different feed-forward neural network models to select the 

optimal and suitable model for the speech recognition of first 

five alphabets of English language. Five feed-forward neural 

network models like Multilayer feed-forward network, 

Radial basis function network, Exact radial basis function 

network, Cascade feed-forward network and Elman back-

propagation network have been selected for the experiment. 

A comparative analysis for the recognition accuracy of the 

selected neural network models for noiseless and noisy input 

speech samples is also conducted to explore the analysis of 

performances of the networks for the given speech samples.  

This paper is further organized in four sections. Section 2 

discusses the feature extraction process of the input speech 

samples presented for the experiment. In section 3, 

implementation details of neural network models used for the 

speech classification are provided. Section 4 presents the 

simulation results, comparative study of recognition 

accuracy, performances of the selected neural network 

models and a complete discussion of the results. Section 5 

considers the conclusion followed by references.  
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II. FEATURE EXTRACTION 

Ten (10) speech signal samples (two of each) of English 

letters ‘A’, ‘B’, ‘C’, ‘D’ and ‘E’spoken by a single female 

speaker are considered as input data samples. Individual 

alphabet is spoken in two different ways(quickly and 

slowly) for the time duration of 4 seconds each. All input 

speech signals are collected as audio files. The first five or 

quickly spoken speech signals are named as A1, B1, C1, 

D1 & E1; while the second set of speech signals, which 

are spoken slowly, are named as A2, B2, C2, D2 & E2. 

The set of collected input signals is presented in figure 1. 

 

  

A1 B1 

  

A2 B2 

  

C1 D1 

  

C2 D2 

Figure1: Set of collected Input signal samples 

These input signals are converted into digital form by 

applying two important digital signal processing operations, 

i.e. sampling and quantization, to make these speech input 

signals suitable for further processing of speech classification 

by neural network models. It has been widely accepted that 

most of the signals such as speech, radar signals and various 

communication signals are analog. Therefore, to process 

these analog signals it is necessary to convert them into 

digital form, i.e. to convert them into a sequence of numbers 

having finite precision.  

 

These digitized signals in pattern vector form are used for 

training with feed-forward neural network models to 

generate the required signal classification. Further, to 

evaluate the performance of trained neural network models 

the test patterns are constructed. These test patterns are 

constructed by introducing 10%, 20%, 30%, 40%, 50%, 60% 

& 70% noise or error respectively to the signals used for 

training. These noisy analog signals are processed with 

sampling, quantization and coding steps for digitized 

presentation.  These noisy digital signals are further 

presented as test pattern vectors and used to evaluate the 

performance of trained neural network model.  
 

III. IMPLEMENTATION OF NEURAL NETWORK 

MODELS 

An artificial neural network or ANN is a computational 

model which is designed to perform the complex pattern 

recognition tasks such as pattern classification, pattern 

mapping, pattern association, etc. Thus, a neural network can 

be characterized as a computing architecture, which consists 

of a large number of simple highly interconnected data 

processing elements called neurons, designed to resemble the 

learning and storing capability of human brain for 

performing the task of pattern recognition [11], [12].  

In this paper, an optimized feed-forward neural network 

model is explored. The neural network model which we have 

used in this work is Exact Radial basis function network 

(ERBF). We also have RBF network which is a three layer 

feed-forward neural network and consists of a single hidden 

layer in its structure, as shown in figure 3. In this 

architecture, the hidden layer is non-linear and output layer is 

linear. Hence, due to the non-linear characteristics, RBF is 

able to model the complex pattern mapping problems and 

exhibit the better generalization [13]. In this network, the 

number of neurons in the first layer is less than the number of 

samples and each unit implements a radial basis function 

such as Gaussian radial function, Quadratic function, Inverse 

quadratic function, Thin plate spline, etc. Hence, activation 

function of the hidden layer computes the Euclidean distance 

between the input vector and center of that unit and the value 

of the function increases or decreases monotonically with the 

distance from a center point. 

Therefore we have used Exact Radial basis network which is 

also a radial basis network in which the basis function 

produces a network with zero error on training vectors. To 

make the network perform well, the spread is kept large 

enough so that at any given time point, the active input 

regions of the neurons have properly large output. The larger 

the spread is, the smoother the function approximation will 

be. This network does not perform well when the network is 

defined in terms of several input vectors. In this case the 

network produces as many hidden neurons as there are input 

vectors. 

Therefore, for the optimization of the basis function, a 

number of techniques such as clustering algorithms, 
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unsupervised learning, supervised learning, etc. have been 

proposed. But, to obtain the optimal performance, suprevised 

learning method is applied because it is required to include 

the target pattern vector in the training procedure. Thus, the 

weight vector modification and basis function parameters 

update is performed in iterative manner to accomplish the 

learning in supervised way. Hence, the update in weight and 

bais parameters at the mth step of iteration can be expressed 

as [14]:   
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Where η is the learning rate parameter, wij is the weight 

between the i
th

 unit of output layer and j
th

 radial unit of the 

middle layer.  

IV. RESULTS AND DISCUSSIONS: 

In the proposed simulation, the performance of an optimized 

feed forward neural network model has been analyzed for 

created training pattern vectors and test pattern vectors of 

speech signals. The results presented in the simulation are 

considered from the selected feed-forward multilayer neural 

network models. Performance of that neural network model 

for the training patterns are presented in table 5. 

Performances are presented on the basis of regression value 

after the complete training cycle. 

 

Table 1: Regression value of training pattern vectors for all 

signals of the selected networks  

The performance of this network for the pattern vectors of 

input signals can also represent graphically in signal form. 

These signals are obtained as simulated output from the 

trained neural network models after presenting the digital 

input signals as shown in figure 2. Figure 2 is representing 

both the signals i.e., simulated output signal and actual input 

signal. 

To analyze the performance of trained neural network for 

their generalized classification behavior the testing pattern 

vectors are created by introducing 10%, 20%, 30%, 40%, 

50%, 60% and 70% error or noise in training pattern vectors 

of all signals. Performances of neural network for test pattern 

vectors are presented in table 2.   

 

Figure 2: Graphical representation of the performances of 

networks 

 

Table 2: Signal-wise regression values of network for test 

pattern vectors  
 

 

10% 20% 30% 40% 50% 60% 70% 

A1 0.9968 0.9888 0.9856 0.0977 0.0547 0.0048 0.0048 

B1 0.4496 0.4411 0.4350 0.1175 0.1175 0.1175 0.1175 

C1 0.2718 0.0920 0.0904 0.0831 0.0830 0.0255 0.0255 

D1 0.9945 0.9917 0.9889 0.9869 0.9830 0.0175 0.0175 

E1 0.0235 0.0235 0.0235 0.0235 0.0235 0.0235 0.0235 

A2 0.9313 0.0008 0.0008 0.0008 0.0008 0.0008 0.0008 

B2 0.0130 0.0130 0.0130 0.0130 0.0130 0.0130 0.0130 

C2 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 

D2 0.0304 0.0304 0.0304 0.0304 0.0304 0.0304 0.0304 

E2 0.1929 0.1929 0.1929 0.1929 0.1929 0.1929 0.1929 

 

Accuracy of recognition for test pattern vectors is taken as a 

measurement to analyze the performance of the neural 

Network Signal 
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network. Therefore, to do a comparative analysis for the 

performances of network model, the average of recognition 

accuracy is calculated for all signals with all chosen 

percentage of errors respectively as shown in table 3. 

Hence, the performance analysis is considered by comparing 

the average of regression value between simulated output of 

the network performance for test pattern signal and expected 

output for the input signal. This comparison is presented in 

figure 3. 

 
Figure3: Comparison of regression values of testing patterns 

for all selected neural network models 

  

Tables 1 and 2 are exhibiting the comparison of performance 

of the ERBF Network for the training and testing pattern 

signals respectively. Results mentioned in table 5exhibit that, 

Exact radial basis function network model shows 100% 

approximation for all the training signal  pattern vectors. The 

interesting results are obtained during the simulation test 

patterns, which show that the ERBF model shows better 

approximation for noisy test patterns. Most of the speech 

signals which are spoken quickly are better in comparison to 

spoken slowly and the performance degrades poorly when 

noise reaches level of 60% and above.  

Results also display that Exact radial basis function network 

gives 100% recognition accuracy for all training patterns and 

all test pattern vectors of signal C2, while 90% or above 

recognition accuracy for few test patterns of signals A1, C1, 

D1and A2; but for most of the test pattern vectors, it shows 

reasonably low recognition accuracy. Thus, overall 

performances of exact radial basis function network are poor 

for test pattern vectors which have noise 60% or more. 
 

V. CONCLUSION 

In this paper we analyzed the performance optimized feed-

forward neural network models trained with variants of back-

propagation algorithm like Exact radial basis function 

network for the classification of speech signals of first five 

alphabets of the English language. Training pattern vectors 

are created by applying digital signal processing operations 

like sampling, quantization and coding to convert the 

continuous analog speech signal to discrete-time signal and 

digital signal respectively. Test pattern vectors are created by 

introducing 10%, 20%, 30%, 40%, 50%, 60% and 70% noise 

or error respectively in the input signals used for training. 

Simulated results of the performance evaluation of the 

selected networks are presented and discussed. The following  

observations have been drawn from the simulated 

performance evaluation.   

Simulated results are showing that the performance of exact 

radial basis function network is better. Network model shows 

100% recognition accuracy for training pattern vectors and 

all test pattern vectors created for the signal C2. The lowest 

test pattern recognition accuracy given by the system is 

.076% for signal A2. 
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