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Abstract— Deep learning has been playing a crucial role in making applications much smarter than before and more reliable. 

The reliability of a model can be marked out using parameters like accuracy. Recurrent Neural Networks, is a complicated deep 

learning model, which can be hard to develop but can be more reliable if properly trained. A good collection of data alone 

cannot give good accuracies. Fuzzy Logic is a statistical approach that can be used to mold the data based on the degree of 

truth. Gini index based fuzzification is a technique that builds the data by finding relations within the data and then fuzzifying 

it. In this paper, the gini index based fuzzification is applied on the data set and this fuzzified data is used in training and testing 

the RNN model. Here, better Accuracy is observed for RNN model with fuzzy data compared to the actual data.  
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I. INTRODUCTION 

 

In this modern era, data is playing a key role in fields like 

medicine, finance, security and so on. Understanding this 

data can help us in achieving results that the human brain 

cannot process. In order to process this huge data, the 

techniques of Artificial Intelligence can be used. One such 

technique is deep learning[1][2][3].  

  

Deep learning mimics information handling and 

communication design of the biological nervous system[4]. 

This is achieved by using propositional formulas and 

variables which are organized into layers[5] as shown in 

Figure 1. The structure that holds these formulas and 

variables is called a neural network. Each layer uses the 

given input to produce an abstract and compositional output. 

The formulas and variables are updated during the learning 

phase through a process called backtracking. The process of 

learning can be Supervised, Semi-Supervised and 

Unsupervised. The ability of these models can be measured 

using parameters like accuracy, loss and so on. One of 

predominant deep learning model is Recurrent Neural 

Network. 

 
Figure 1. Simple Neural Network 

 

 

 

Recurrent Neural Network (RNN)[6] is an improved version 

of a simple Neural Network. As the name suggests, RNN 

deals with the process of learning by keeping the previous 

instances under consideration.  RNN uses the sequence of 

hidden layers generated through a series of time-intervals, to 

process the data. It updates the weights of the hidden layers 

from the previous states during the back-propagation of the 

current state as shown in Figure 2. Considering the whole 

scenario, RNN can be best represented as shown in Figure 3.  

 

 
Figure 2. Back Propagation in Recurrent Neural 

Network 
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Figure 3. Simple Recurrent Neural Network 

 

Being a complex structure, it takes immense efforts to train 

these neural networks and obtain good accuracy. Hence, we 

use statistical methods which remove abnormalities in the 

data. In this paper, Fuzzy Logic is used to show 

improvement in accuracy of the Recurrent Neural Network 

than traditional normalization. 

 

II. FUZZY LOGIC 

 

Modern computers are established on the bases of Boolean 

Logic i.e., either 1 or 0. But Fuzzy Logic[7][8] is an 

approach which scans “degree of truth” rather than “true or 

false”. It is based on the principle “Nothing is completely 

true”. The values in fuzzy logic vary from completely true 

and completely false i.e., 1 and 0 respectively. 

 

For example, instead of declaring a substance to be cold (0) 

or hot (1). It can be considered in such a way that a 

substance is slightly hot i.e., 0.7. The degree of truthness can 

be measured using several membership functions[9]. These 

membership functions can be used depending on the 

requirement[10]. 

 

Why Fuzzy Logic is better than Normalization? 

Traditional methods, like normalization, remove the 

abnormalities in the dataset by considering each attribute as 

an entity and applying a set of rules on to them individually. 

Normalization can feature scale the data into crisp sets. 

Generally, normalization is done between “0 to 1” or “-1 to 

1”.  But when it comes to applying fuzzy logic, each 

attribute depends upon the other attributes while the 

abnormalities are removed. Hence, fuzzy logic finds out a 

pattern among the attributes which in turn helps creating a 

dataset that is tied up within itself. This will help us train the 

neural network models better than normalization[11]. 

 

Gini Index based Fuzzification 

Gini Index based Fuzzification[12] is one of the technique 

which fuzzifies the data based on a split point. This split 

point is different for each of the attributes in the dataset. So, 

the split point is selected separately for each attribute based 

upon Gini index value. 

 

In order to calculate the Gini index value, we require a final 

class label for the dataset i.e., all the attributes in the dataset 

should project a classification. An attribute is taken and 

sorted in ascending order. Then the split points are 

recognized based on a change in the class label and then the 

average of the two values at each split point is calculated[13] 

as shown in the pseudo code. 

If ( classlabel[i] = -1 and classlabel[i+1] or classlabel[i] = 1 

and classlabel[i+1] = -1):  

If value[i] !=value[i+1]:   

splitaverage[i]=(value[i] + value[i+1]) / 2 

Once all the split points are calculated then these values are 

used to find the Gini value at each split point. 

The Gini value at each split point is calculated using two 

partitions. i.e., top partition and bottom partition. The fuzzy 

values for both the partitions are calculated separately using 

the below equations, 

                  
 

            )      ) ) )
 

                  
 

            )      ) ) )
 

Where „a‟ indicates the attribute value, „sp‟ indicates the 

split point average and „ ‟ indicates the standard deviation 

for the entire attribute. 

Now the Gini index is calculated using the below equation 
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Where „n‟ indicates the total number of split points, „l‟ 

indicates total number of class labels, „α‟ indicates the sum 

of the fuzzy membership values, „α
i
‟ indicates the sum of the 

fuzzy membership values at the partition i, „α
i
j‟ indicates the 

sum of the fuzzy membership values at a partition i and 

belonging to a class j. 

Now, the fuzzy values of both the partitions are combined as 

whole. Hence, we would obtain a fuzzified attribute based 

upon the final class label. Like this, the process is applied to 

all the attributes and obtain the fuzzified data set which 

would be applied on the RNN model. 

 

III. METHODOLOGY 

 

Dataset Used 

In order to find out the practicality of the Gini index based 

fuzzification, it is implemented on the Occupancy Dataset 

[14] which is described in Table-1. This dataset describes 

whether a room is occupied or not, based on the attributes 

like Light, Humidity, Temperature, CO2 levels and 
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Humidity Ratio. These attributes are recorded for every one 

minute and the dataset has 20,560 tuples. Table 2 describes 

how each attribute got recorded in terms of units. 

 

Table 1. Data-set Information 
Data Set Characteristics Multivariate, Time-

Series 

Attribute Characteristics Real 

Number of Instances 20560 

Number of Attributes 7 

Table 2. Attributes in the Data-set 

Attribute Unit 

date time   year-month-day hour:minute:second  

Temperature Celsius 

Relative Humidity %  

Light  Lux  

CO2 ppm 

Humidity Ratio kgwater-vapor/kg-air (Derived quantity 
from temperature and relative humidity) 

Occupancy 0 or 1, 0 for not occupied, 1 for occupied 

status 

 

Applying Gini index-based Fuzzification 

The original dataset is taken and feature scaled between -1 

and 1. Now, one of the attribute is taken and then sorted in 

ascending order. Here, the split points are recognized based 

on a change in the class label and then the average of the two 

values at each split point is calculated. Now, the standard 

deviation is calculated for the attribute. Using these values 

Gini index for each split point is calculated and the split 

point with the minimum Gini value is used to split the data 

into two partitions. Now, fuzzification is done for both top 

and bottom partitions using the formulas mentioned in the 

above section. Now, these obtained values are sorted back to 

the original positions based upon the index values. 

 

This process is done for all the other attributes of the dataset. 

Once all the attributes are fuzzified then the new fuzzy 

dataset is arrived which is going to be applied on the RNN 

model. The above-mentioned process can be seen in the 

Figure 4. 

 

 
Figure 4. Flow Chart of Fuzzification 

 

Comparing the Accuracies 

Since the dataset comes under a time series, this data is used 

to train a recurrent neural network. Here, firstly, the original 

data set is taken and is then feature scaled to remove any 

further abnormalities. Then the dataset is divided into 

training and test data. A time series data is created for both 

train and test datasets using TimeSeriesGenerator package.  

A recurrent neural network is initialized and hidden layers 

and output layers are added. The training data and testing 

data are used to train and validate the RNN. After the RNN 

is trained, and tested, the confusion matrix is formulated 

with which the Accuracy is computed. The same above 

process is applied to the fuzzy data set and obtain its 

accuracy from its corresponding confusion matrix. Then, we 

have compared the accuracies arrived from the original data 

set and the fuzzified data set. The Figure 5 describes the 

above-mentioned process.  

 
Figure 5. Flow Chart of the RNN Model 

 

The following algorithm is a much more detailed procedure 

for converting the original data into fuzzified data. 

Algorithm for converting raw data into fuzzified data 

1. Import the packages 

2. Import the dataset 

3. Feature scaling of dataset between -1 to 1 

4. Create the index values 

5. Select the first attribute 

6. Sort the attribute 

7. Calculate the split point  

8. Using this split point, top partition and bottom partition 

are generated 
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9. Fuzzy value of each attribute value is calculated using 

exponential function of the standard deviation, attribute 

value, split point value 

10. Calculate the Gini Index value of a particular split point 

11. Find the minimum Gini Index value from all split 

points 

12. The fuzzy values are considered of a split point having 

minimum gini index 

13. Repeat the above process from step-6 for all the other 

attributes and obtain the complete fuzzified data set. 

Algorithm for calculating accuracy 

1. Import the packages 

2. Import the dataset, either normalized or Fuzzified 

dataset 

3. Feature scaling of the dataset between -1 to 1 

4. Split the dataset into training and test data 

5. Reshaping the training data and test data into datatrain 

feed and datatest feed 

6. Create time series for training data and testing data 

7. Create simple RNN 

8. Training the model 

9. Prediction done for the imported dataset 

10. Plot of Training and Test Loss Functions 

11. Compute the confusion matrix  

12. Calculate the accuracy of the model 

IV. RESULTS 

 

The implementation is done using Python Language. These 

programs are executed in Spyder IDE working on top of 

Anaconda Navigator. The Anaconda Navigator is installed 

with TensorFlow package[15] using Anaconda Prompt.The 

programs developed uses keras package in order to Build 

layers of Recurrent Neural Network model.   

 

The various parameters are used to compute the accuracy 

during the implementation of the RNN model are shown in 

the Table 3. 

 
Table 3. Parameters applied in the RNN model. 

Parameter Value 

Feature Scaling Between (-1,1) 

Training Data size 15560 

Testing Data Size 5000 

Time Steps 10 

Units of Hidden Layer 1 12 

Units of Hidden Layer 2 4 

Activation Function tanh 

Loss Function Binary Cross-Entropy 

Epochs 70 

The Accuracy obtained for normalized data and fuzzified 

data is shown in Table 4.  

Table 4. Accuracy of RNN model 

Data Accuracy 

Normalized data  68.4 

Fuzzified data 85.7 

 

The following Graph represents the no. of epochs in the X-

axis and the loss in the Y-axis. The Blue line represents loss 

value for training dataset (trainset) and the orange line 

represents validation loss value for test dataset (testset). The 

“loss vs validation loss” graph of normalized and fuzzified 

data are shown in Figure 6 and Figure 7. 

 

 
Figure 6. Output for Normalized Dataset 

 

 
Figure 7. Output for Fuzzy Dataset 

 

V. CONCLUSION AND FUTURE SCOPE 

 

Recurrent Neural Network can process the data and 

understand it in a better way than the traditional neural 

Networks. The classification is more efficient with the fuzzy 

data instead of crisp data. In this paper, gini index based 

fuzzification is applied on the RNN model. The comparison 

of the accuracies is done for both the original data and the 

fuzzy data. And it is observed that the fuzzy data when 

applied on RNN model lead to more Accuracy than the 
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original data. As a future work, the Gini index based 

Fuzzification can be applied on different machine learning 

and deep learning techniques for enhancing the performance 

of the models. And it can also be compared with other 

statistical methods that help improve the learning models.  
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