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Abstract- Fashion industry and innovation go hand in hand & technology could not be left far behind when it comes to 

innovation. Retail fashion is one of the early adopters of artificial intelligence when it comes to product development. AI 

based applications provides ease of search and shop for products. Either in the form of visual based search or suggesting 

products from same category with different attributes, retailers are providing every possible easement to customers for bet-

ter shopping experience. With AI onboard, there is a huge infrastructure cost associated as well. In computer vision (AI), 

model training requires a good image data with labels & high-capacity platform for starters. Considering these facts, only 

using transformed feature vector of product images to generate clusters based on feature similarity can reduce the data de-

pendency. Additionally, distance metric can be used to compute the feature distances & retrieval of top-k similar images by 

reverse indexing of image features to their corresponding images. 
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I. INTRODUCTION 
 

Application of artificial intelligence has a profound im-

print on the customer facing applications in businesses. 

Images and videos form a very pertinent input using which 

artificial intelligence could be imbibed in applications. 

This state of artificial intelligence often relies on develop-

ing complex neural networks producing human like accu-

racies (at the expense of a lot computational power). The 

source of inspiration for this complex architecture is said 

to have derived from the human brain, considered to have 

multi-dimensional processing capability. 

 

Human vision system is highly capable of detecting pat-

terns in a product/object in few shots and then can spot 

visually similar products from a gallery (or) catalogue with 

higher accuracy. 

 

Computer vision aims to achieve this capability through 

set of algorithms. Computer vision is an area of artificial 

intelligence which enables computers/systems to process 

image or video data and derive meaningful information 

from them.  

 

Some essential computer vision terminologies used in the 

paper are briefed below: 

 

Supervised learning 
It is a machine learning approach in which an algorithm is 

trained on labeled data wherein the function learns to map 

the processed input data to the output label(s). 

 

CNN (convolutional neural network) 

A general cnn structure consists of an input layer through 

which a product/object image is fed to the model as image 

matrix. The image matrix is passed onto series of convolu-

tional layers which then apply matrix convolution opera-

tions and obtain feature-maps (fms). 

 

These fms essentially contain pixel level information on 

parts of the product/object to be focused on. These fms are 

then passed onto pooling layers which filters out not-so-

useful features from them. These convolution-pooling op-

erations are repeated as many times as needed. 

 

Eventually pooling layer output is fed to fully connected 

(fc) layer. This fc layer flattens the pooling layer output 

and then maps the feature-vector (fv) to the ground-truth 

(gt) values using dense layer. 

 

In cnn model training stage, values of kernel filters of all 

the layers (as mentioned above) are adjusted/modified to 

retrieve the desired feature information from each product 

image and thus the feature-vector (fv) obtained on fc layer 
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is representative of that desired product feature infor-

mation. So, we will be removing final dense-layer(s) to 

obtain the desired feature-vectors. 

 

Deep convolutional neural networks (cnns) have been 

widely used in variety of computer vision-based business 

problems especially in retail domain. One of them is prod-

uct deep feature extraction. Numerous cnn based models 

have been developed for the same and some of them have 

been established as state-of-the-art (sota). Those sota mod-

els include inception series, xception, efficient net series 

etc., efficient net series offers the flexibility to choose a 

less-complex yet efficient cnn structure to perform the 

desired deep-feature extraction. Here, model complexity is 

measured in terms of number of trainable parameters. And 

so, the efficient net model has been chosen for the pur-

pose. 

 

Pre-trained models  
Pre-trained models are models solved by someone else to 

solve a similar kind of problem, instead of building a mod-

el from scratch we can used the already trained model use 

it as a starting point and use it for customizing the same. 

 

Attribute’s extraction  
It is a process of deriving meaningful features from exist-

ing dataset which may be informative or useful for facili-

tating the learning and generalizations steps and will help 

in carrying out more relevant output useful for the analy-

sis. 

 

 
Figure 1: General CNN Architecture [1]. 

  

 
Figure 2: Supervised Learning 

 

 
Figure 3:  Unsupervised Learning 

 

Unsupervised learning 

It is a machine learning approach in which an algorithm is 

trained on unlabeled data wherein the hidden patterns in 

the input data are discovered which is subsequently 

grouped/clustered. Unsupervised way of analyzing has 

also been proven to be an effective method to be used in 

recommender system in grouping the feature vector infor-

mation in product catalogs. With the development of rec-

ommender systems and unsupervised techniques, many 

clustering algorithms have been used to solve vision-based 

search and similarity-based problems.
[2]

 

 

K-means clustering 
To make the process more efficient and accommodating 

towards unlabeled data in the database, k-means clustering 

is used. K-means is an unsupervised learning algorithm 

which is used to find clusters in the data without having 

prior understanding of the data points’ properties. It un-

covers similarities based on which grouping/clusters are 

created. K represents the number of clusters or number of 

cluster centers. Feature similarity is used as a measure to 

classify the data into clusters with similar data points be-

longing to a cluster and dissimilar belonging to others. 

 

The above Figure 2 shows a classification task (supervised 

approach) for samples between two random variables, 

where class labels are shown in scatter plots separated 

within a linear line or boundary separating two colours. 

Therefore, in supervised learning, class labels used to 

build the classification models are known in advance.  

 

As shown in Figure 3, the classes (or circles) shown above 

are all same colour or not known in advance and can be 

inferred as an unstructured dataset. In contrast, unsuper-

vised learning task deal with unlabelled dataset instances 

as classes are not known in advanced to the model. 

 

Visualizing high dimensional clustered data  

Human eyes perceive, at best, in four dimensions. Visual-

izing dimensions more than four often requires a reduction 

in the number of dimensions from many to the two (or 

three) dimensions that best allows for visual interpretation. 

Typically, this is done through dimension reducing ap-

proaches like principal components analysis (pca) but of 

late, t-SNE has become a preferred technique for embed-
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ding highly dimensional data in to lower dimensional 

space while preserving local structure. And this can be 

used in categorizing images based on their features.[3] 

 

II. PROPOSED METHODOLOGY 

 

 
Figure 4: Approach Flowchart 

 

1) Data Preparation: 

In Machine Learning gathering & preparing data for a 

model is very crucial as well as a sensitive task. According 

to various objectives, the need & quality of data varies. 

This phase includes image accumulation & preprocessing. 

 

a) Data Gathering:  

The Image data has been prepared by scrapping images 

from few women’s fashion retailers. The data consist of 14 

major categories such as top-wear, jeans, swimwear, 

watches, bracelet, suits, coats, skirts, etc. 

 

b) Data Cleaning: 

This step includes searching for those images which are of 

bad quality, poor resolution, etc. 

 

c) Monochromatic–Background Consistency:  

All the images have been analyzed for presence of multi-

objects/multi-color variable inconsistent background so 

that these irrelevant images can be removed. 

 

d) Data Reshaping: 

As the last step of preprocessing, the images have been 

reshaped to the shape desired by Feature Extractor i.e., 

(224,224,3). 

 

2) Feature Prediction & Extraction:  

For the prediction of image level features, Efficient- Net 

Model has been used as a feature extractor. In order to 

make classifier as a feature extractor, top layer of the mod-

el is removed and SoftMax as an activation layer is ap-

pended. 

 

a) Feature Prediction:  

After preprocessing the images, the data has been passed 

to the customized feature extractor, and after processing of 

data, model predicted features as an output. The image 

array, after passing to the feature extractor transformed 

into feature vector. 

 

b) Feature Extraction: 

The output shape of feature extractor is complicated to 

visualize and use it for model training.  This part includes 

reshaping of feature extractor output and make it feasible 

for unsupervised model training. 

After this phase, the final output has more than 80k fea-

tures per image. 

 

3) Features Training & Cluster Prediction:  

Here, images & its features are the only input data. This is 

considered to be non-labeled data because images have no 

corresponding target value associated with it. This is a 

typical unsupervised setting of machine learning. 

This technique is used to train models on feature extractor 

output. 

 

 
Figure 5: k (No. of Clusters) Vs Distortion score Elbow Plot 

 

a) K-means Model Training: 

For this step, k-means model has been initialized with k= 2 

and goes up to 30. For making a consensus over value of 

‘k’, K-Elbow Visualizer has been used. Fig 3 shows results 

corresponding to different values of k & generating distor-

tion score helped in understanding the model behavior for 

various cluster counts on images features. 

 

After analyzing Fig 5, it can be said that due to the high 

similarity among image features of all images, elbow plot 

is still not able to provide crystal clear picture of the value 

of k which needs to be considered. But since this is com-

pletely unsupervised way of model training, even if we get 

some cue for k, it should be good enough. 

 

While the elbow plot is not able to accurately pinpoint the 

appropriate values of k to be selected, it does provide us 

with some very good directions. From the plot, it could be 

observed that the elbow bend occurs somewhere between 

values of k lying between 13 to 15. And when we try to 

compare this observation with the total number of image 

categories we originally had, we could grasp that the pre-

dicted k value (from the graph) lies closer to the actual 

range which is 14 

 

b) Cluster Generation: 

After training two instances of k-means model for k=13 & 

k=14, the clusters have been generated for both models. 

Image Features have been allocated to the corresponding 

cluster based on the feature’s similarity. For visual valida-
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tion of each cluster under both models, images need to be 

segregated in their corresponding clusters. 

After using reverse indexing technique, the images have 

been segregated to their respective predicted clusters for 

the whole data. 

 

4) Data Visualization:  

In an unsupervised setting, determining model’s accuracy 

is a strenuous exercise and not fairly straight-forward. 

However, there are very good visualization techniques 

which we can rely upon and at the same time handle high 

dimensional data exceptionally well. We are going to fall 

back to one of the most preferred visualization techniques 

known as t-SNE plots to validate our results. Visual based 

techniques are endorsed over metric based as they lend 

credibility of ease of explanation and proof. 

 

a) Dimensionality Reduction:  

This step includes depletion of Image features from 87k to 

2 data points for each image for visualizing the data on 2-d 

chart. But removing features is not a straightforward task, 

it may affect critical & decisive features as well. 

  

 
Figure 6: t-SNE Plot of Image Features at Cluster level distribu-

tion 

 

This process should be gradual and considerate. To fulfill 

this requirement, t-SNE (t-distributed Stochastic Neighbor 

Embedding) approach has been used. 

 

b) t-SNE Initialization & Training: 

For better visualization of high dimensional data, t-SNE 

Model has been trained on the feature extractor outputs. 

The model has been initialized with principal component 

analysis (PCA) parameters to begin with its first iteration. 

t-SNE outputs has been assigned to the cluster values for 

the representation of features along with the respective 

cluster number. 

 

In Figure 6, we can clearly observe the inter-cluster diver-

sity, even though there are some overlapping of data points 

which points to ultra-high similarity among few products.  

 

5) Fetching top – k Visually Similar Products:  

Now, after generating clusters for the whole data, trained 

model can be used for recommending top – k products that 

are visually similar to the test image which have been 

passed to the model.  

a) Image – Reshaping:  

In order to extract features from image, it has to be passed 

into the feature extractor. Passing a test image to feature 

extractor requires a specific dimension of image i.e., 

(224,224,3). This step includes reshaping the test image 

and make it suitable for processing. 

 

b) Feature Extraction: 

After reshaping the test image, the image array has been 

passed to the feature extractor and transformed into feature 

vector. 

 

c) Cluster Prediction: 

The feature vector generated from feature extractor, now 

passed to the trained k-means model. For the test image, 

feature vector corresponding cluster has been predicted by 

trained model. 

 

d) Distance – Matrix Generation: 

For the feature vector of test image, distance matrix has 

been computed for each image that belongs to the same 

cluster as of test image. 

 

e) Fetching Products: 

From the sorted distance matrix, top k minimal distance 

feature vector indexes have been fetched from the matri-

ces. For recommendation of images, reverse indexing is 

used to retrieve the corresponding images. As a final out-

put of the model, Figure 5 is a sample that can be consider 

as an objective to achieve. 

 

 
Figure 7: Sample Input – Output of the Model 

 

III. CONCLUSION 

 

 
Figure 8: Instance Level - Output Validation 
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Figure 7 represents the feature level cluster visualization 

of complete data. By seeing the product images, it can be 

said that the difference among product categories is quite 

visible. This difference is proportional to the super catego-

ry of products. As the product categorization goes down 

with the specialization level, the similarity gets increased 

and so the model find difficulty finding the variation 

among image features. But when categorization goes with 

generalization level/super category level the inter class 

variation get increased and model find it easy to determine 

the feature level difference.  

 

In figure 8, 14 clusters with their corresponding product 

category instances have been evaluated. The table repre-

sents clusters (0 -13) &14 Product category (Bras, Suits…. 

Pants). Each product instance has been validated against 

its product category & the cluster it belongs. For catego-

ries like Tee, Bras, Panties, Watches & Bracelet, the model 

almost performs more than 90% since it clusters most of 

the products in same cluster. For Other categories model 

has shown the performance of 75-80%. 

 

This very good performance has been achieved with no 

additional cost of high-end resources. So, from outputs it 

can be stated that Unsupervised learning with Pretrained 

Models can be a useful approach to achieve considerable 

amount of performance when there is slight lack of bal-

ance in data quality & computation resources. 

 

The experimental outcome of this activity is commenda-

ble. With less resources & unavailability of the labelled 

data, this approach becomes a good case of utilization of 

pretrained networks along with merging with other ma-

chine techniques learning approaches for achieving a low-

cost recommender system. Since only Image features has 

been trained here with no target class values, this model 

additionally, can be scaled for more diverse class images 

such as sarees etc. 

 

The work that has been accomplished strives to bring val-

ue for the retailers while displaying products in their web-

sites with minimum cycle time. It also lends greater flexi-

bility to the buyers while making a purchase decision 

which in turn enhances the brand value. As it has been, 

understanding customer buying behavior helps a long way 

to position products. 

 

In order to catch up with the ever-growing pace of the 

fashion industry, it becomes imperative for a retailer to 

bring the latest offering to its customer and the same point 

maintain the level of personalization as well.  

 

It is often seen that the retail industry is a great source of 

wide variety of data generation, and it make perfect sense 

to utilize them leveraging artificial intelligence (read ma-

chine learning). Retailers aspire to create concordant expe-

rience for the buyers with the amalgamation of their prod-

uct lines and buyers’ preferences. This in turn helps them 

monetize data efficiently. 

 

As time progresses, more retailers are expected to adopt 

artificial intelligence-based offering to win over customers 

and increase revenues. Ease of decision-making while pur-

chasing products has an everlasting effect on the custom-

ers. This work presents a win-win situation for both cus-

tomers and retailers. It also provides an opportunity for a 

retailer to understand its shortcoming compared to the 

competition. 

 

IV. FUTURE WORK 

 

As of now, current experiments have been made to target 

the fashion wear in the retail segment. However, this could 

also be replicated to different other areas of retail industry 

like home & furniture, accessories, footwear with proper 

modification in our existing work. Hence, this work has 

the capability to scale up and cater to the entire segments 

of retail business. 
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