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Abstract—cloud computing is said to be the next big boom technology in IT industry infrastructure. It is claimed that it 

provides new levels of efficiency, flexibility and cost savings of the resources that are used in industries. Mobile Cloud 

Computing (MCC) is applications, Internet-based data, and related services accessed via smartphones, laptop computers, 

tablets and other portable devices. By using MCC, the processing and the storage of intensive mobile device jobs will take 

place in the cloud system and the results will be back to the mobile device. But the mobile cloud computing have some issues 

like power consumption, bandwidth, mobility and security. Using the mobile devices for accessing the cloud it needs an 

efficient load balancing technique for offloading the data to the users. In this paper, there is a detailed review on different load 

balancing techniques which are existing model in cloud analyst tool and some policies by different authors.  
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I. INTRODUCTION 

 

In this era of cloud computing, people leverage cloud 

services from diverse aspects and enjoy various benefits of 

cloud computing. Cloud functionalities can be exploited in 

many ways: infrastructure-as-a-service (IaaS), such as 

Amazon EC2; platform-as-a-service (PaaS), such as Google 

App Engine build and deliver web applications; software-as-

a-service (SaaS), such as e-mail services (e.g., Hotmail); and 

web applications (e.g., Google Docs). The increasing 

commercial adoption of cloud computing is attributable to 

its advantages over conventional computing, which include 

reduced cost, easy maintenance, and automatic scaling. 

Despite the combined advantages of cloud computing, the 

full potential of mobile cloud computing is far from being 

fully exploited. Mobile cloud computing (MCC) is a 

technology that uses computing resources outside of the 

mobile device. When it comes to mobile handheld apparatus, 

computing, storage resources of mobile and serious power 

constraints due to limited battery lifetime are the major 

contributors leading to a bottleneck. For the efficient 

processing of large‐scale jobs, the mobile device must send 

jobs to an external cloud server. Offloading means the 

transfer of data from a computer or digital device to another 

digital device. Offloading is a solution to augment these 

capabilities of mobile systems by migrating computation to 

more resourceful computers, such as servers. This is 

different from the traditional client–server architecture, 

whereas thin client always migrates computation to a server. 

Computation offloading is also different from the migration 

model used in multiprocessor systems and grid computing, 

where a process may be migrated for load balancing. The  

 

key difference is that computation offloading migrates 

programs to servers outside the users’ immediate computing 

environment; process migration for grid computing typically 

occurs from one computer to another within the same 

computing environment, that is, the grid. Recently, many 

studies have been conducted on the technology required for 

offloading processing jobs to external computer resources 

and for receiving the processed results, thereby overcoming 

the hardware limitations of the mobile devices. Where the 

cloud computing architecture uses a server with high 

computing power, offloading has inherent security problems 

such as transmission delays and data leakage, which can 

occur during network‐dependent computing data 

transmission. Therefore, most of the existing studies are 

focused on the creation of boundaries for security or on the 

use of relays to improve transmission speed. Such offloading 

methods can be applied efficiently if the server has sufficient 

computing power and only the transmission of computing 

data is required. However, no offloading technologies exist 

for processing large‐scale jobs in an environment where the 

limited. As an alternative approach to solving the problem of 

disconnection from the cloud server, the provision of 

computing services designed only for mobile devices should 

be researched. In other words, a computing service method 

is needed that receives resources and services for processing 

large‐scale jobs from other, neighboring, mobile devices and 

considers the resource state of each mobile device . In this 

paper we discuss about mobile cloudlet cloud computing 

architecture in section II, load balancing among cloudlets 

and load sharing among cloudlets in section III, In section 

IV significance of virtualization in context to load balancing 
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are discussed, In section V Existing works in load balancing 

are reviewed.  

 

II. MOBILE CLOUDLET CLOUD COMPUTING 

ARCHITECTURE 
 

A cloudlet is a computer or a group of computers connected 

to the Internet and accessible to nearby mobile devices. If 

the mobile devices do not wish to offload to the cloud due to 

cost and delay, a nearby cloudlet can be used [1]. Hence, 

mobile users can meet the demand for interactive response 

by reduced-delay, single-hop, and high-bandwidth wireless 

access to the cloudlet [1]. If no cloudlet is found nearby, the 

mobile device may access the distant cloud or, in the worst 

possible case, make use of its own resources. Despite the 

fact that cloudlets successfully deal with the limitations of 

high WAN latency, they still have two disadvantages [1]. 

First, mobile users remain dependent on the service provider 

for providing such cloudlet infrastructure in LAN networks. 

To alleviate this constraint, a more dynamic cloudlet is 

created to connect all devices in the LAN network can 

cooperate in the cloudlet.  The second shortcoming of virtual 

machine (VM)-based cloudlets [1] is the coarse granularity 

of VMs as an element of allotment. Instead of executing the 

whole application remotely in the VM, improved 

performance can be realized by dynamically partitioning the 

application into components. Moreover, as cloudlet 

resources are limited, there is a strong probability that the 

cloudlet runs out of resources when many users run their 

applications entirely in the cloudlet infrastructure. This 

limitation can be dealt with if the applications are offloaded 

in components rather than as a whole. These application 

components are distributed between the cloudlets. This 

cloudlet is not fixed; mobile devices can join or leave the 

cloudlet at runtime. These features eliminate the 

disadvantages of conventional cloudlets as well as provide a 

solution to the high WAN latency problem associated with 

the cloud. 

 

III. LOAD BALANCING AMONG CLOUDLETS AND 

LOAD SHARING AMONG CLOUDLETS 

 

A cloudlet may be overloaded at some point in time and may 

share its load with other cloudlets. An overloaded cloudlet 

may experience delay in providing service or may even 

provide incorrect results. This situation may hamper the QoS 

and in turn the QoE.  Thus, load balancing among cloudlets 

is very essential to avoid such circumstances. For load 

balancing it is important to maintain a load threshold value, 

which would indicate a maximum load value a cloudlet may 

have based on its processing capacity of the CPU.  A 

cloudlet cannot accept any load if its current load is at or 

above the load threshold.  Cloudlets with a load below the 

threshold can accept more load. In this way, the load of each 

cloudlet can be balanced.  The cloudlets can also share the 

load with other cloudlets. Hence, a cloudlet to which an 

application is offloaded can split the application into 

multiple components in such a way that the split components 

have negligible interdependency. Interdependency refers to 

the condition in which the output of one component is the 

input of another component. It is minimized so that the 

communication between the cloudlets is minimized, and in 

turn the cost of communication in terms of number of 

messages transferred between the cloudlets will be less. In 

addition, the energy required for transferring and receiving 

messages between cloudlets will be reduced as well. Each 

component thus obtained will be offloaded to a nearby 

cloudlet whose load is below the threshold. Each cloudlet 

will send the result of computation to the cloudlet to which 

the application was offloaded. This cloudlet will finally 

combine all the intermediate results to generate the final 

result and then send it to the requesting device. 

  

IV. SIGNIFICANCE OF  VIRTUALIZATION IN 

CONTEXT TO LOAD BALANCING 

 

The basic definition of Virtualization and load balancing are 

as follows:  

 

Virtualization: In cloud computing, virtualization is very 

useful concept which means something which is not real and 

to create a virtual version of resource, such as a server, 

storage device, network or even an operating system. It is 

the software implementation of a computer which will 

execute different programs like a real machine. Even, 

something as simple as partitioning a hard drive is 

considered virtualization because a drive can be partitioned 

into more than one.  

 

 
Figure 1.Load Balancing 

a.  
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Load Balancing in Cloud Computing: Load balancing is 

one of the critical aspects in cloud computing environment 

that can significantly improve resource utilization, 

performance and save energy by properly 

assigning/reassigning computing resources to the incoming 

requests from users in fig.1. Load balancing takes care of 

two important things primarily to make sure of the 

availability of Cloud resources and secondarily to enhance 

the performance [2]. As technology is growing faster, there 

are huge amount of users on internet so, to manage and 

fulfill their requirements, load balancing comes into the 

picture which ensure that workload is spread equally to all of 

the available servers without any delay to accomplish higher 

user satisfaction and maximum throughput with minimum 

response time [3]. This will ensure, 

 

 Resources are easily available on demand. 

  Resources are efficiently utilized under condition 

of high/low load. 

  Reduced energy consumption in case of low load, 

when the usage of the CPU cycles and memory 

falls below a certain threshold. 

 Reduction in the resource usage cost. 

 

Load balancing helps in the allocation of computing 

resources to achieve proper resource utilization. High 

resource utilization with proper load balancing helps in 

minimizing resource consumption. It helps in implementing 

scalability and avoiding Bottlenecks. Load balancing 

techniques help networks and resources by providing a 

maximum throughput with minimum response time. Load 

balancing is dividing the traffic between all servers, so data 

can be sent and received without any delay with load 

balancing. 

 

Load Balancing is classified in two key approaches based on 

decisions making process: Static and dynamic load 

balancing algorithms.  

 

Load balancing strategies for clouds: Load balancing 

algorithms can be broadly categorized into static and 

dynamic load balancing algorithms in fig 2. 

 

i. Static Load Balancing Algorithms: Static algorithms are 

much simple as compared to the dynamic algorithms. It 

must require knowledge of global status of distributed 

system and does not consider the current state or behavior 

of a node while allocating the load to the available nodes. It 

divides the traffic equivalently among all available servers 

or VMs. It is used when the computational and 

communication requirements of a problem are known a 

priori. In this case, the problem is partitioned into tasks and 

the assignment of the task-processor is performed once 

before the parallel application initiates its execution. 

  

ii. Dynamic Load Balancing Algorithms: Dynamic load 

balancing is more flexible than the static and they doesn’t 

rely on prior knowledge but depends on current state of the 

system. In a distributed system, dynamic load balancing has 

two different ways: distributed and non-distributed. In the 

distributed one, algorithm is executed by all nodes present 

in the system and the task of load balancing is shared 

among these servers. The interaction among nodes to 

achieve load balancing can take two forms: cooperative and 

non-cooperative. In the first one, the nodes works side-by-

side to achieve a common objective which means is to 

improve the overall response time, etc. In the second form, 

each node works independently toward a goal local to it [4].  

 

V. RELATED WORKS 

 

L. Shakkeera et. al., [5] proposed QoS and Load Balancing 

Aware (QALBA) approach formulates task scheduling using 

Enriched-Look ahead HEFT algorithm (E-LHEFT). It 

utilizes MAUI (Mobile Assistance Using Infrastructure) 

architecture to execute the compute-intensive tasks.  E-

LHEFT algorithm modifies the processor selection phase of  

 

LHEFT algorithm using task grouping and uses the Pareto 

principle for effective load balancing of Physical Machine 

(PM). This strategy saves the battery level of the mobile 

device and reduces makespan with less latency and achieves 

load balancing between cloud resources. A.Singha et. al., [6] 

proposed an Autonomous Agent Based Load Balancing 

Algorithm (A2LB) which provides dynamic load balancing 

for cloud environment. This mechanism has been 

implemented and found to provide satisfactory results. 

 

K.Singh et. al., [7] proposed a new algorithm is proposed 

load balancing for mobile clouds has been presented. The 

results have shown that the load balancing during job 

placement plays a critical role in energy consumption of 

cloud computing environment.  
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Figure 2.Types of Load Balancing

 

X.Wei, et. al., [8] proposed architectures into four 

categories. X.Wei, et. al., [8] presented a Hybrid Local 

Mobile Cloud Model (HLMCM) by extending the Cloudlet 

architecture. Then, after formulating the application 

scheduling problems in HLMCM and bringing forward the 

Hybrid Ant Colony algorithm based Application Scheduling 

(HACAS) algorithm. Mobile devices are the higher data 

consumption when on mobile network data. To solve this 

problem, use cloud computing to mitigate these large 

applications and use less data. Integrating in a mobile cloud 

system to allocate and store these applications will allow for 

the mobile devices to conserve battery and memory by 

avoiding large computational processes. I. Cushman et. al., 

[9] proposed present a new framework that will allow for a 

smart load balancer to efficiently allocate resources to 

increase application processing speed for data and request 

response of memory stored by mobile devices in a secure 

manner. B.Kim et. al., [10] proposed adaptive mobile 

resource offloading (AMRO) for processing large-scale jobs 

using mobile resources without a cloud server. AMRO is 

applied in a mobile cloud computing environment based on 

collaborative architecture. A load balancing scheme with 

efficient job division and optimized job allocation is needed 

because the resources for mobile devices will not always be 

provided consistently in this environment.  

 

D.Yao et. al., [11] presented an energy efficient task 

scheduling strategy (EETS)  to determine what kind of task 

with certain amount of data should be chosen to be offloaded 

under different environment also evaluated the scheduler by 

using an Android smartphone. It was achieved 99% of 

accuracy to choose the right action in order to minimize the 

system energy usage.  C.Chen et. al., [12] proposed a 

Heterogeneous Mobile Cloud (HMC) computing design that 

efficiently utilizes the communication and computation 

resources to support data storage and data processing 

services in a group of mobile devices. Each mobile device 

may have different energy, communication and computation 

capabilities, but our Mobile Storage & Processing System 

(MSPS) ensures that: i) the communication and computation 

tasks are executed in an energy efficient manner, ii) task 

allocation considers device heterogeneity and achieves 

system-wide load balancing, and iii) the stored data are 

fault-tolerant. 

 

J.Grover et. al., [13] proposed Agent Based Dynamic Load 

Balancing (ABDLB) approach in which mobile agent plays 

very important role, which is a software entity and usually 

defined as an independent software program that runs on 

behalf of a network administrator. R.Hasan et. al., [14] 

modified dynamic energy-aware cloudlet-based mobile 

cloud computing model (MDECM) was introduced for 

energy cost awareness in load balancing based on the service 

rate and energy of the mobile users. To develop the 

performance and availability of the MCC services B.Zhou 

et. al., [15] proposed a code offloading framework, namely 

mCloud. It contains of mobile devices, public cloud services 

and nearby cloudlets. A context-aware offloading decision 

algorithm is proposed to selecting wireless medium for 

deliver code offloading decisions at runtime and suitable 

cloud resources for offloading.  

 

Changboka et. al., [16] proposed a context model based on 

ontology in MCC to deliver services to mobile devices based 

on context-awareness data and distributed IT resources. It 

offer more correct modified services and manage distributed 

resources. M. Rahimi et. al., [17] proposed a new framework 

model namely a location-time workflows (LTW) for mobile 

applications. User mobility patterns are translated to a 

mobile service usage patterns and an efficient heuristic 
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algorithm called MuSIC also proposed. The proposed model 

decreases 35% in price and 25%lower delays and power in 

the public cloud.  

 

D.Parmar et. al., [18] proposed a mechanism to find a 

cloudlet for computation loading in a decentralized 

environment. This identification is classified into two 

phases. One is cloudlets within Wi-Fi range of the mobile 

device that are identified without connecting to the cloudlets. 

Second is selection of the ideal cloudlet for offloading. 

D.Egbe et. al., [19] proposed a novel context based service 

discovery algorithm for ad hoc mobile cloud computing 

using MANETs. The algorithm uses a Search All Pick One 

Algorithm (SAPOA) to discover the closest service based on 

the provider’s context. This discovery approach is obtaining 

high quality of service in response time.  

 

L.Chunlin et. al., [20] proposed a model namely multiple 

context based service scheduling algorithm for satisfy when 

vast number of mobile requests, increase mobile user's 

quality of services in experiences and decrease system 

overheads. The proposed contains of mobile user quality of 

services optimization sub problem and cloud resources 

allocation optimization sub problem. The proposed 

algorithm scheduled the resources according to the context 

information. D.Kovachev et. al., [21] proposed a model for 

the mobile users and multimedia context with the help of 

ontologies. The cloud computing offers service as 

infrastructure to the mobile clients for the complex semantic 

multimedia tasks. 

 

VI. CONCLUSION 

  

As cloud computing is picking up prevalence, an imperative 

inquiry is the means by which to ideally convey 

programming applications on the offered base in the cloud. 

Cloud computing is a utility to deliver services and resources 

to the users through high speed internet. Especially in the 

setting of mobile computing where programming parts could 

be offloaded from the cell phone to the cloud, it is vital to 

improve the association. One of the major issues in Mobile 

Cloud Computing is load balancing. Load balancing helps in 

the efficient utilization of resources and hence in enhances 

the performance of the system. This paper presents a 

concepts and review of Mobile Cloud Computing along with 

load balancing.  
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