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Abstract— Cloud computing, with an ever-growing interest, with the promise of revolving computing as a utility after water, 

electricity, gas and telephony is currently at a stage, where many enterprises are considering adapting to this technology. 

Resource provisioning policies allow efficient sharing of resources available in a data center and these policies help to 

evaluate and enhance the cloud performance. Resource provisioning that maintains quality of service with optimum resource 

utilization is a challenge. It is a multidimensional problem that can have issue based solution in the form of a set of services 

that help allocation and negotiation of service level agreements. A cloud simulator environment is used and experiments are 

performed by varying different parameters of Virtual Machines (VM) and the tasks running on VM, to get optimal values for 

designing templates. The proposed template based resource provisioning (TBRP) method   overcomes under-provisioning and 

over-provisioning of resources for agreed parameters specified by SLA. 
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I.  INTRODUCTION  

Cloud is a pool of huge and heterogeneous infrastructure of 

resources, to be shared over the Internet by a large set of 

users with dynamically changing requirements. Cloud 

computing is abstraction of web based resources and services 

for high performance computing in businesses having 

dynamic requirements of resources with reliability, cost-

effectiveness and availability. It is evolution of variety of 

technologies that bundles together to provide IT 

infrastructure as per organization’s needs [1], [2]. Cloud 

provider has to create an illusion of availability of unlimited 

computing resources to the end users on limited hardware 

and unpredicted request loads. The challenges for cloud 

computing provider is to allocate resources as per Service 

Level Agreements (SLAs) and performance of cloud system 

should be stable in any dynamic changes of workload as per 

SLA specified without effecting quality of service (QoS). By 

Byun et al [3], SLAs specify the resources and quality levels 

required for the execution of job in order to minimize the 

cost from user perspective and to maximize the resource 

utilization from provider’s perspective. In such systems 

Quality of service parameters are availability, reliability, 

response time and throughput in contractual documents 

agreed between provider and customer called SLA [3] [4], 

[5], [6], [7]. 

 

 In case of load variation with constant resource there is a 

need to have improved methods and techniques to overcome 

the problems of Over-Provisioning and Under-Provisioning.  

 

 Over-Provisioning: SLA is satisfied and conflicts are 

avoided, but large set of resources are left idle leading to 

unnecessary costs. 

 Under-Provisioning: Provisions efficiently utilize the 

existing resources but are insufficient to guarantee the 

agreed Quality of Service (QoS) leading to frequent 

breaches in SLA. 

 

In case of load variation there is a need to understand the 

variation in the response time. The customer and Data-center 

will understand response time variation and required 

resources on the variation of workload time to time before 

designing SLA.  
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Lack of methodologies for VM provisioning raises a risk that 

all VMs deployed on a single host may not get the sufficient 

amount of processor share that is crucial for fulfilling the 

agreed SLAs. The proposed Template-Based Resource 

Provisioning (TBRP) method will give the insight of 

response time and optimum utilization of idle capacity on 

variation of workload. Rest of the paper is organized as 

follows, Section I contains the introduction of Template 

Based Resource provisioning and utilization, Section II 

contain the background and related work of SLA based 

resource provisioning, virtualization, Section III contain 

proposed TBRP method procedures, Section IV Pre-Set up 

and various experiments for parameter extraction, section V 

explain the testing of TBRP method, Section VI concludes 

research work with future directions. 

  

II. BACKGROUD AND RELATED WORK 

The recent development in cloud computing and pay per use 

model enables procurement of large bundle of computational 

and storage resources on request basis [8]. Quality of service 

parameters agreed between provider and customer are 

documented in a contractual form called service level 

agreement (SLA) which ensures delivery of QoS parameters, 

such as availability, reliability, response time and throughput 

to the users as per signed agreement [4],[5], [6], [7].  

II.1 Virtualization 

One of the important strengths of cloud is its infrastructure 

management, empowered by progress of virtualization 

technology, to better utilize the underlying resources through 

automatic provisioning and balancing of workload. 

Computing environments can be dynamically created, scaled 

up, scaled down or moved as user workload fluctuates 

[9],[10]. Virtualization is software that separates physical 

infrastructure into logical partitions. It operates and controls 

hardware that is physically distributed by sharing computing 

resources from collections of servers and dynamically 

assigning virtual resources to applications on-demand 

[1],[11]. A virtual machine is nothing but a virtual server that 

combines a set of physical resources like CPU core, RAM 

Storage and bandwidth to create various dedicated resources. 

In cloud computing, users access services as per their 

requirements irrespective of where they are hosted. Cloud 

provider provides different deployment models based on 

service types. The four deployment models for using 

resources of cloud include the public cloud, private cloud, 

hybrid cloud, and community cloud [12]. Virtualization 

improves agility, elasticity, minimizes cost and thus 

enhances business value for provider. Cloud provides server, 

storage and network virtualizations [13], [14]. 

 

II.2 Resource Provisioning and Utilization 

Load Balancing can be carried out both at resource 

provisioning level which is heavily dependent on the Service 

Level Agreements (SLA) and also at the resource utilization 

level. Cloud provider needs to optimally provision the 

resources to enlarge the market share and to maintain 

customer satisfaction level by avoiding penalty payments. 

Major challenges in the resource allocation and resource 

management in cloud computing environment includes 

resource modeling, resource offering and treatment, resource 

discovery and monitoring and resource selection [15]. 

Several researches have addressed these requirements by 

providing SLA based resource management mechanism. 

SLA management system provides, benchmarking of cloud 

performance and present a way to measure and incorporate 

performance information into SLAs [16]. A model called 

LoM2HiS is proposed by Emeakaroha et al for efficient 

resource management to improve availability of resources. 

The framework facilitates autonomic SLA management and 

enforcement which detects future SLA violation threats and 

can notify to act so as to avert the threats [17]. A Meta 

scheduler that optimizes resource utilization in terms of 

number of jobs meeting their deadlines (QoS) has been 

proposed by Jeyarani et al [18]. A federated cloud 

mechanism and a technique that describes broker architecture 

for effective management of users to be linked to the best 

available cloud service providers, with interoperability 

through brokers is investigated by Rajarajeswari et al [19]. 

Adaptive QoS-aware virtual machine provisioning 

mechanism has been developed by Feng et al [20] that 

ensures efficient utilization of the system resources by 

linking QoS to low-level infrastructure resource and serving 

all the tasks within the requirements described in SLA. A 

task-oriented multi-objective scheduling method based on ant 

colony optimization has been proposed to optimize the 

resources in a hybrid cloud environment by providing 

deadline and cost as constraints [21]. In addition to this Zuo 

et al also proposed a multi-objective optimization scheduling 

method using an improved ant colony algorithm to achieve 

optimization of both performance and cost according to the 
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makespan and the user’s budget costs as constraints to 

optimization problem [22]. Tambe et al propose an approach 

for efficient resource sharing in heterogeneous network by 

assigning the priorities to task which results in lesser 

completion time of task [23].  

A typical workload in cloud systems will be mixture of 

heterogeneous applications. The number of clients to large 

enterprise software systems/websites such as (e.g. Amazon, 

Facebook) is highly varying on number of aspects such as 

time of day, day of week and other seasonal factors. Capacity 

planning of such application is highly challenging, resulting 

into under provisioning or over provisioning.  

Optimal resource provisioning problem is challenging due to 

diversity in client and QoS requirements of different 

applications are different [24].  Transactional applications 

required response time and throughput, Non interactive batch 

processing applications required turnaround time 

(Completion time) and throughput whereas real time 

applications required response time as QoS requirement. 

Sebagenzi et al [25] proposed integrated approach for load 

balancing and energy efficiency of Data center with 

scheduling reservations of virtual machine (VM) for CPU-

intensive applications. 

III.  PROPOSED TEMPLATE-BASED RESOURCE 

PROVISIONING (TBRP) METHOD  

The proposed TBRP method is to minimize cost, 

provisioning of resources as per SLA, monitoring of resource 

utilization and guarantee the response time to assist design of 

SLA. In this procedures of resource provisioning and 

utilization strategy system is designed such that VMs are 

utilized sparingly at low workload and judiciously at high 

work load to maintain SLA by maintaining Quality of 

Service (QoS) levels.  

 In this TBRP method the entire resource is divided into 

small, medium and large VM types and the combination of 

these VM types are designated as Templates for provisioning 

resources which periodically maps idle capacity into a set of 

VM templates for cost constraint and efficient resources 

utilization. 

 The method have three different MIPs rating (processing 

capacity) that are small-VM, medium-VM and large-VM 

from which VM templates are so designed that it will meet 

users  SLA requirements and helps in  managing 

overprovisioning and under-provisioning. In case of 

customer need data-center will provide available templates to 

satisfy customer requirements or data-center will create 

custom made templates to meet customer requirement.  The 

method also utilizes full capacity of Data Center to avoid 

over-provisioning and under-provisioning while giving 

attractive pricing for users. The Cloud service provider can 

also maximize profit without affecting the customer 

satisfaction. 

 The templates can be defined as per the capacity of 

Data-Center. The small-VM, medium-VM and large-VM can 

be different for different capacity of Data-Centers. In this 

paper the concept is tested experimentally with the MIPs 

rating of 100, 150 and 200 as small-VM, medium-VM and 

large-VM using CloudSim simulator and the results are 

analyzed.  The proposed TBRP procedure is prescribed in the 

Figure-1. 

III.1 Procedure of Proposed TBRP Method 

 

This method start with defining the VM templates cost 

followed by provisioning resources for such templates and 

monitoring resources utilization keeping in view of QoS.   

 

Figure-1: Proposed TBRP procedure 

 

III.1.1   Design VM Templates Based On Cost Model 

 

Step-1: Defining VMs cost as per SLA requirements- That is 

task Completion time. The cost of VM is the cost per unit of 

time define as 
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α = 1, 2…….p, β =1, 2……..q, γ =1, 2……..r 

 

The total of p+q+r should be less than and equal to ‘Total 

idle capacity of Data-Center’ for the tasks assigned in that 

Data Center.  

                                                                                                               

III.1.2 Performing Various Experiments for Parameter 

Extraction 

 

Step-1: Different experiments are performed for resource 

provisioning and utilization. 

Step-2: The result of variation in various parameters like 

number of virtual machines (VM),   attributes of VMs such 

as MIPs rating, number of tasks and attributes of tasks such 

as length, has been studied.  

Step-3: The completion time is then used to infer optimal 

parameter values for designing and utilizing templates. 

 

III.1.3  Resource Provisioning Using VM Template 

 

Step-1: Defining VM template to meet QoS parameters 

values as per below specifications in Table-1 to guaranteed 

SLA. 

 

Table-1: QoS based VM Templates configuration 

VM template 

Configuration-VM(s):  Specifying the number small-VM, 

medium-VM and large-VM  Type 

QoS Constraints setting as per SLA clauses:   Response 

Time, Completion Time,  Maximum Workload, any other 

parameters as per requirements 

 Calculation of Pricing 

  Setting of the Penalty 

 

Step-2: Defining completion time as per SLA clauses as in 

table-2 for different workloads, so that it should not lead to 

SLA violations.  The various constants used in the SLA 

clauses need to be learned from simulation experiments 

executed over a period for the perfection of SLA design. 

 

 

Table-2: Completion Time SLA clauses  

 

 

Step-3: The pricing strategy for VM template apart from the 

cost of its components, takes into consideration several other 

factors such as type of service, time of the day of the service, 

customer standing etc. 

 

CostVMTemplate =n1CostVMsmall + n2CostVMmedium + n3cost 

Vmlarge ± ChargeServiceType ± ChargeServiceTime± 

ChargeCustomerType± ……... 

 

             A resource provisioning strategy can provision the 

resources as per customer requirement as and when workload 

increases, avoid SLA violations and minimize utilization 

cost. 

 

III.1.4   Validating Resource Utilization of VMs in the 

Template 

 

Step-1: Table-3 is Resource utilization procedure at a given 

instant that will checked as per   Predicted load in the form of 

number(s) and size(s) of the tasks.  The next steps is to start 

and gradually using VMs by distributing the load 

proportionately. The proportionate load distribution is the 

ratio of predicted workload divided by Total capacity.  

 

Completion Time SLA clauses 

 0 ≤  workload < LowWorkrload  Completion Time 

<minCTvalue 

LowWorkload≤ workload <MedWorkload  Completion 

Time <medCTvalue 

MedWorkload≤ workload <MaxWorkload   Completion 

Time <maxCTvalue 
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Table-3: Resource utilization strategy 

Resource utilization strategy 

Input : Predicted workload and the template 

configuration 

QoS parameters in SLA/ VM template: 

MinCTvalue...LowWorkload... 

Algorithm:  

If predicted workload  is less than LowWorkload 

 Start and use a single small VM 

      if completion time exceeds minCTvalue then 

         completion Time SLA violation 

else  

 if predicted load is less than MedWorkload 

      Start and use  both small  and medium VM by  

      distributing the load proportionately 

     if completion time exceeds medCTvalue then  

         completion Time SLA violation 

else  

 if predicted load is less than MaxWorkload 

     Start and use all the three VMs by               

     distributing the load proportionately 

     if completion time exceeds maxCTvalue then  

        completion Time SLA violation 

else  

Maxworkload SLA violation 

Step-2: The above resource utilization strategy gets 

appropriately modified when the template    configuration is 

much more complex where in there can be zero or more VMs 

of each   type.  

 

For low workload (0 <=workload<Low-workload) 

       If there is small-VMs then 

       All small VMs will start. 

Else if there are no small-VMs then  

     All medium size VMs will start. 

Else if there are no small-VMs and medium-VMs  

     All large size VMs will start.  

The load is then proportionately divided among these VMs.  

Step-3: At medium work load all small VMS and medium 

size VMs will start but if there are no small or medium size 

VMs then all large size VMs will start.  

Step-4: At high workload (workload >= Medium-workload) 

all VMs of each type will start and the load will be divided 

proportionately amongst them.  

 The Resource utilization strategy thus uses provisioned 

VMs sparingly at the same time takes care that there are no 

SLA violations. 

 

IV. PRE SET-UP AND PARAMETER EXTRACTION 

In CloudSim environment, Datacenter consists of fixed or 

varied configuration of hosts (servers). The hosts, VMs and 

cloudlets in Data-Center are characterized with attributes and 

configurations as indicated in Table-4. The software as a 

service requires parameters like MIPs, bandwidth and 

processing elements whereas IaaS requires RAM, storage 

and number of processing elements. As we are working with 

SaaS during experiment, we assume that cloud resource users 

only request for virtual nodes only. The experiment will 

simulate how virtual nodes which are on a same data center 

deal with multiple tasks. Each task or application represents a 

user’s request; which can dynamically increase as per the 

requirement. Effects of varying VM and cloudlet parameters 

are checked for task completion time.  

 

Table-4: Configurations of cloud elements 

Data center Host Virtual 

Machine 

Cloudlets 

time_zone = 10.0 

cost of 

processing=3.0 
costPerMem = 

0.05 

costPerStorage = 
0.001 

costPerBw = 0.0 

storageList 

Ram: 20000 MB 

Storage: 

2000000 MB 
No of 

Processing 

Entities: 6 

Bandwidth 

30000 

MIPS rating  

Image Size on 

Disk 
RAM 

Bandwidth 

Number of 
Required Pes 

Length  

(in terms of 

instructions)  
Input File 

Size 

Output File 
Size 

 

 

IV. 2  Modeling of VMs Characteristics 

For simulation experiments, completion time was chosen as 

the QoS constraint. The simulation experiment is conducted 

to understand and test VM parameters Image size, RAM, 

Bandwidth and Pes-number and their impact on completion 

time by varying different VM parameters and load. The 

computing load is in the form of number of cloudlets of 

varying cloudlet length. 

Further in this experiment 500 cloudlets having 40000bytes  

of cloudlet length are executed on varying MIPs values from 

50-MIPs to 500-MIPs by change value of 50-MIPs on 

different size of VM(s) to observed completion time of VMs 

and the results are tabulated in Table-5 for the better selection 

of MIPs values for small-VM, medium-VM and large-VM. 

 

Figure-2: Average completion time with varying MIPs 
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Observations: From the experiments results researcher 

observed that Image size, RAM, Bandwidth and Pes-number 

characteristics of VM have not impacted on completion time 

of task. Only MIPs values shows comparable difference in 

completion time.  

Data center can select MIPs value as per completion time in 

designing templates as tabulated in Table-5 .The results in 

Figure-2 indicates increase in MIPs value leads to decrease 

in completion time and better performance.  Since the tasks 

are equally distributed among number of allotted VMs, the 

completion time is same for a single VM of MIPS value 500 

and 10 VMS of MIPS value 50.  As template constituents, 

three VM types of varying capability are to be chosen and as 

MIPS characterize the performance in terms of completion 

time, three different MIPs values are to be chosen for three 

VM types. Three values of 100,150 and 200 are selected as 

MIPs rating for small, medium and large VM in design of 

VM templates. 

The cost of VM type depends on the MIPS rating and the 

parameter a in equation-1 is significant and it can be 

computed a ≈ Expected ROI / Total capacity in MIPS  

IV. 3 Experiments for Testing of QoS Constraints for 

Varying Load 

The computing load can be varied by varying the number of 

cloudlets to be executed or by varying the cloudlet length. In 

the first experiment the cloudlet length is varied by keeping 

the number of cloudlets to be executed as fixed. Thus 500 

cloudlet were executed on single VM of small, medium and 

large type.  Alternatively the computing load was varied by 

increasing the number of cloudlets of fixed cloudlet length. 

Table-6: Completion time with fixed cloudlets and Varying 

Cloudlet length 

Cloudlet-

length Single-LVM(Sec) Single-MVM(Sec) Single-SVM(Sec) 

10000 24998.33 33331.67 49996.67 

20000 49998.33 66665 99995.83 

30000 75000 100000 150000 

40000 99998.33 133331.7 199996.7 

50000 124998.3 166665 249995.8 

60000 150000 200000 300000 

 

 

 

 

Table-5: Varying MIPs with varying number of VMs with completion time 

VM 

capacity 

(MIPs) 

Completion Time (Sec) for 1-VM to 10-VM(s) 

1-(VM) 
2-

(VM(s)) 
3-

(VM(s)) 
4-

(VM(s)) 
5-

(VM(s)) 
6-

(VM(s)) 
7-

(VM(s)) 
8-(VM(s)) 9-(VM(s)) 10-(VM(s)) 

50 400000.1 200000.1 133331.3 100000.1 80000.1 66667.27 57144.3 50002.12 44447.09 40000.1 

100 200000.1 100000.1 66665.69 50000.1 40000.1 33333.7 33333.7 25001.09 22223.62 20000.1 

150 133333.4 66666.77 44443.85 33333.43 26666.77 22222.48 19048.18 16667.45 14815.76 13333.43 

200 100000.1 50000.1 33332.88 25000.1 20000.1 16666.9 14286.15 12500.61 11111.88 10000.1 

250 80000.1 40000.1 26666.37 20000.1 16000.1 13333.55 11428.96 10000.51 8889.53 8000.1 

300 66666.77 33333.43 22221.97 16666.77 13333.43 11111.31 9524.17 8333.78 7407.96 6666.77 

350 57142.96 28571.53 19047.44 14285.81 11428.67 9524 8163.6 7143.25 6349.71 5714.39 

400 50000.1 25000.1 16666.55 12500.1 10000.1 8333.52 7143.13 6250.36 5556.02 5000.1 

450 44444.54 22222.32 14814.68 11111.21 8888.99 7407.58 6349.46 5555.88 4938.7 4444.54 

500 40000.1 20000.1 13333.23 10000.1 8000.1 6666.84 5714.53 5000.31 4444.84 4000.1 
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Figure-3: Completion time with fixed cloudlets and Varying 

Cloudlet length 

Table-7: Completion time with fixed Cloudlet length and 

Varying Cloudlets 

 

Cloudlets 
Single-LVM 

(Sec) 
Single-MVM 

(Sec) 
Single-SVM 

(Sec) 

32 1599.89 2133.17 3199.73 

64 3199.76 4266.29 6399.41 

125 6249.58 8332.92 12499.17 

250 12499.17 16665.83 24998.33 

500 24998.33 33331.67 49996.67 

1000 49996.67 66663.33 99993.33 

 

Figure-4: Completion time with fixed Cloudlet length and 

Varying Cloudlets 

Observations: The results in Table-6 and Figure-3 indicate 

that the completion time linearly depends on cloudlet length 

by executing fixed cloudlets. The results in Table-7 and 

Figure-4 indicate that the completion time linearly depends 

on cloudlets by keeping cloudlet length fixed .Thus 

computing load can be defined in terms of cloudlet length 

multiplied by number of cloudlets. The completion time is 

better on large VMs as compared to Medium and Small 

VMs. 

IV. 4 Extracting and Fixing SLA Parameters for VM 

Templates 

In designing templates, apart from the configuration one 

need to define the SLA clauses in the QoS constraints. The 

parameters used in these can be derived by performing 

simulation experiments. Consider a VM template of simple 

configuration comprising of one small, one medium and one 

large VM. The computing load depends on the application 

and varies at different point in time. In general four scenarios 

are considered. The application is having low workload that 

is when there are few tasks of small size. The workloads is 

medium when the both task size and number is same or one 

of them is small and the other is not very large. The load 

reaches the pick when either large size tasks get executed or 

tasks increase in number. The load is extreme when both size 

of the task and number increase beyond limit. In the 

simulation experiment, workload for these four situations are 

executed on VM template of single small, medium, large VM 

and also on VM of combined MIPs size.  In case of template 

the load is distributed proportionately. The experiment 

results presented in Figure-5 show that the time taken on the 

template is very close to the time taken on the VM of same 

size. 

 

Figure-5: operations on VM (small VM-SVM, medium VM-

MVM and large VM-LVM) and Template 
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The four workload situations are shown in the Table-8 where 

the workload is the product of cloudlet length and number of 

cloudlets. The completion time on the different VMs is used 

to extract SLA parameters that will avoid SLA violations 

when using resource utilization strategy. 

 

Table-8: workload scenarios 

User 

Id 

No of 

Cloud

- 

Lets 

Cloudlet 

Length 

Completion Time (Sec) 

Single 

SVM 

 

Single 

MVM 

 

Single 

SVM+

MVM 

Single 

LVM Template 

 

VM 

450 

MIPs 

1 10 100 10 6.67 3.97 5 2.49 2.22 

2 100 100 
100 66.67 39.73 50 22.81 22.2

2 

3 10 10000 
1000 666.6

7 

399.9

7 

500 249.99 222.

22 

4 100 10000 
1000

0 

6666.

67 

3999.

73 

5000 2298.88 2222

.22 

 

The various constants used in the SLA clauses learned from 

simulation experiments are presented in Table-9.  

 

Table-9: SLA clause constants with values 

 

 

V. TESTING OF TBRP METHOD  

After setting up Data-Center and parameters extraction the 

method is tested on completion time for single VM templet 

with VM-size of 450(MIPs). The method is also tested for 

comparative analysis on completion time and VM-Utilization 

having same capacity and varying capacity VM-Template 

MIPs.  

 

V.1 Performance Comparison of Single VM (450 Mips) 

With VM-Templates-SML 

        The experiment is conducted to compare completion 

time of single VM of 450 MIPs with  VM-Templates-SML 

(having one small-VM, one medium-VM and one large-VM) 

at low work load ranging from 200 to 1Kbytes, medium 

work load ranging from 2 to 10 Kbytes and large work load 

from 20Kbytes to 100 Kbytes. The results on completion 

time and resource utilization are tabulated in Table-10 and 

presented in Figure-6. 

Mathematical model of Utilization (VMs in VM Template):   

Utilization (Small-VM) = (Number of small-VMs)* (MIPs Capacity of 

small-VMs) / Total MIPs Capacity of VM Template                                   (3)  
                                  

Utilization (Medium -VM) = (Number of medium-VMs)*(MIPs Capacity of 

medium-VMs) / Total MIPs Capacity of VM Template                              (4) 
 

Utilization (Large -VM) = (Number of large-VMs)*(MIPs Capacity of          

large-VMs) / Total MIPs Capacity of VM Template                              (5) 

 

 

Figure-6: Completion time on VM template and VM of size 450 MIPs 

The VM-Templates utilization is calculated and presented in 

Figure-7 to understand utilization of VMs in templates.  

 

 

Figure-7: VM Utilization of VM Template (Small-VM (1), 

Medium-VM (1) and Large-VM (1) 

Workload Type Workload Value 

Completion 

Time 

CT 

value(Sec) 

Low workload 1000 minCTvalue 10 

Medium 

workload 10000 

medCTvalue 

40 

Large workload 100000 maxCTvalue 250 
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Table-10: Completion time on VM template and VM-size of 450 MIPs 

 

 

 

 

 

 

 

 

 

 

 

 

                                                        

 

 

Observations: After simulation experiment the completion 

time from Table-10 are maximum 10 seconds for low 

workload, 40 seconds for medium workload and maximum 

250 seconds for large workload. From Table-11 the 

experiment results shows that the completion time in all 

these three cases of workload are below the set completion 

time. It is also seen that the execution of task on VM-

template-SML completion time is little more than the 

completion time on VM (450 MIPs) but VM utilization is 

better in case of template method from figure-6.  Since the 

cost of VM is proportional to its MIPs values. From figure-6 

one can observe that at low workload 22% and at medium 

workload 33% of the provisioned capacity of Template is 

utilized while at high workload 100% provisioned capacity is 

utilized. Thus resource utilization is minimized at means that 

cost is saved and SLA is not violated.  

  

V.2 Comparative Analysis of Varying VM-Templates with 

Different MIPs Capacity 

The different simulation experiments are performed for 

comparative analysis on completion time and VM-Utilization 

having same capacity of VM-Template MIPs or varying 

capacity of VM-Template MIPs on different combination of 

VM-Templates.  

V.2.1  VM Templates of 600-Mips Capacity Completion 

Time on Different Workload 

 The simulation experiment is conducted to understand 

the performance and utilization of VM templates with 

different configuration but all having 600-MIPs capacity. 

The three different VM-Templates has been taken in that the 

Templates are of only small or medium or large types and 

three VM-Templates are mixture of small, medium and large 

VMs. The T-SML is different combinations of Templates. 

The T600 means only having small VMs, T040 means only 

having medium VMs, T003 means only having large VMs, 

T320 means having small and medium VMs, T202 means 

having small and large VMs and T121 means having small, 

Cloudlets 

(Number 

of task) 

Cloudlet length 

(byte) 

Workload 

(bytes) 

 

Completion Time (Sec) 

VM-Templates-SML VM-Size 

450(MIPS) 

Low-workload 

2 100 200 2 0.44 

4 100 400 3.99 0.89 

6 100 600 5.96 1.32 

8 100 800 7.95 1.77 

10 100 1000 10 2.22 

Medium-workload 

2 1000 2000 9.99 4.44 

4 1000 4000 16.66 8.89 

6 1000 6000 26.65 13.32 

8 1000 8000 33.3 17.77 

10 1000 10000 39.73 22.22 

Large-workload 

2 10000 20000 66.66 44.44 

4 10000 40000 99.96 88.88 

6 10000 60000 149.99 133.32 

8 10000 80000 199.99 177.77 

10 10000 100000 249.99 222.22 
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medium and large VMs. The completion time of these VM-

Templates are tabulated in Table-11 and presented in Figure-

8 for observations, analysis and comparisons on completion 

time.  

 

Figure-8:  VM-Templates (T040, T600, T003, T320, T202 and 

T121) completion time performance on Varying loads 

Observations: From figure-8 it is observed that though all the 

templates have the same total capacity, they vary considerably in 

their performance at different workloads. The templates T040, T003 

and T320 perform uniformly at different workloads while T600 

performs poorly at high workloads while T003 gives best 

performance at high workloads. 

For clear understanding of VM Templates performance on 

completion time for low workload, medium workload and large 

workload the Figure-8 is spread and presented in Figure-8(a) for 

Low workload, Figure-8(b) for Medium workload and Figure-8(c) 

for High workload.    

 

Figure-8(a): VM-Templates (T040, T600, T003, T320, T202 and 

T121) completion time performance on low workload 

 
 

Figure-8 (b): VM-Templates (T040, T600, T003, T320, T202 

and T121) completion time performance on medium workload 

 

Figure-8 (c): VM-Templates (T040, T600, T003, T320, T202 and 

T121) completion time performance on large workload 
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Table-11 Completion time on varying VM templates with same capacity 

 

Observations: Figure-8(a) indicates that for low workload 

templates T040, T003 and 006 performs uniformly at 

different workloads while T121 performs poorly at low 

workload. Figure-8(b) indicates that for medium workload 

the templates T040, T003, T320 and 006 performs uniformly 

with slight difference in completion time values whereas 

T202 performs poorly at medium workload. Figure-8(c) it is 

seen that for large workload that the templates T040, T003 

and T320 perform uniformly at different workloads while 

T600 performs poorly at high workloads while T003 gives 

best performance at high workloads. 

V.2.1.1  Completion Time Range of SLA Clause 

The six Templates completion time range on various load are 

extracted from Table-12 and presented in Table-13.  

 
Table-12: SLA clause VM template variables with values 

Workload 

Types (W) 

bytes 

Completion time of Templates (sec) 

T040 T600 T003 T320 T202 T121 

L=1000 1.99 2 1.74 3.38 5.17 10 

M=10000 16.66 18 16.99 19.6 49.99 28.32 

H=100000 172.33 199.99 169.99 173.32 169.99 176.65 

The completion time range of SLA clauses on above defined 

VM-Templates are presented in Table-13 are extracted from 

Table-12 for different workload scenarios of SLA that can be 

given to different user’s applications at cloud Data-Center 

better utilization and to meet QoS. 

V.2.1.2  Utilization of VM Templates on 600 Mips 

Capacity 

The VM-Templates (T040, T600, T003, T320, T202 and 

T121) utilization is calculated as per previously defined 

equation-3, equation-4 and equation-5 and presented in 

Table-14 and Figure-9 to understand utilization of VMs in 

templates.  

Table-14: VM utilization of VM template (Small-VM, Medium-

VM and large-VM) with same capacity 

Cloudlets 

(Number of 

task) 

Cloudlet 

length (byte) 

Workload 

(bytes) 

 

600 MIPs Capacity completion time (sec) 

VM-Templates size of only small 

or medium or large  

VM-Templates that is mix  of small, 

medium and large 

T040 T600 T003 T320 T202 T121 

Low workload 

2 100 200 0.66 1 0.5 0.83 1 2 

4 100 400 0.66 1 0.75 1.5 2 3.99 

6 100 600 1 1 1 2 2.98 5.96 

8 100 800 1.33 1.5 1.24 2.74 3.99 7.96 

10 100 1000 1.99 2 1.74 3.38 5.17 10 

Medium workload 

2 1000 2000 6.66 10 5.0 8.33 10 8.33 

4 1000 4000 6.67 10 7.5 9.16 20 10.83 

6 1000 6000 10 10 10 10.55 29.97 16.1 

8 1000 8000 13.33 15 13.74 14.57 39.99 22.07 

10 1000 10000 16.66 18 16.99 19.6 49.99 28.32 

Large workload 

2 10000 20000 66.66 100 50 83.33 50 58.33 

4 10000 40000 66.66 100 75 91.66 75 108.32 

6 10000 60000 111.11 100 100 105.55 100 116.66 

8 10000 80000 133.33 150 137.49 141.66 150 154.16 

10 10000 100000 172.33 199.99 169.99 173.32 169.99 176.65 
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Template 

 

Low 

workload 

(%) 

Medium 

Workload 

(%) 

High 

workload 

%) 

Average 

utilization 

(%) 

T040 100 100 100 100 

T600 100 100 100 100 

T003 100 100 100 100 

T320 50 100 100 83.33 

T202 33.33 33.33 100 55.55 

T121 16.66 66.66 100 61.10 

 

 

Figure-9: VM utilization for same capacity template 

  

Table-13: Completion time range of SLA clause for varying VM template with same capacity 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Observations: Provisioned capacity is better utilized at 

different workload situations, when the template 

configuration contains different VM types as presented in 

Figure-9. Templates T121and T202 performance may not be 

the best but the resource utilization is better results in saving 

cost.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

V.2.2 Varying VM Template with Varying Capacity of 

MIPs Values 

 The simulation experiment is conducted to understand 

the performance and utilization of VM templates with 

template configuration of mixed VM types and having 

different total MIPs capacity of 550, 600, 650, 750 and 900. 

The five different VM-Templates T211, T121, T112, T212 

and T222 has been taken such that each one having small-

VMs, medium-VMs and large-VMs. The completion time of 

Template Completion Time range of  SLA clauses 

T040  (0 ≤  W < L  Completion Time < 2)AND(L≤W<M Completion Time<17)AND 

(M ≤ W<H  Completion Time <173) 

T600 (0 ≤  W < L Completion Time < 2)AND(L≤W<M  Completion Time<18)AND 

(M ≤ W<H  Completion Time <200) 

T003 (0 ≤  W < L  Completion Time < 2)AND(L≤W<M  Completion Time<17)AND 

(M ≤ W<H Completion Time <170) 

T320 (0 ≤  W < L  Completion Time < 4)AND(L≤W<M  Completion Time<20)AND 

(M ≤ W<H Completion �Time <175) 

T202 (0 ≤  W < L  Completion Time < 6)AND(L≤W<M  Completion Time<50)AND(M ≤ W<H 

Completion Time <170) 

T121 (0 ≤  W < L  Completion Time < 10)AND(L≤W<M  Completion Time<29)AND(M ≤ W<H 

 Completion Time <177) 
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these VM-Templates are tabulated in Table-15 for different workloads.

Table-15: Completion time on varying VM templates with different capacity 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The VM-Templates (T211, T121, T112, T212 and T222) completion time performance on varying loads are presented in Figure-10 

 

Figure-10 Operations on VM template with varying MIPs capacity 

 

Observations: From simulation experiments as presented in 

Figure-10 it is observed that though all the templates have 

the different total MIPs capacity, they vary considerably in 

their performance at different workloads. Templates T121, 

T112 and T212 performs equally well slight difference in 

completion time values whereas T222 gives best 

Cloudlets 

(Number 

of task) 

Cloudlet 

length  

(byte) 

Workload 

(bytes) 

 

Completion Time (Seconds) 

550 

MIPs 

600 

MIPs 

650 

MIPs 

750 

MIPs 

900 

MIPs 

T211 

 

T121 T112 T212 T222 

Low workload 

2 100 200 1 2 2 1 1 

4 100 400 2 3.99 3.99 2 2 

6 100 600 2.98 5.96 5.96 2.98 2.98 

8 100 800 3.99 7.96 7.96 3.99 3.99 

10 100 1000 5 10 10 5 5 

Medium workload 

2 1000 2000 10 8.33 8.33 8.33 8.33 

4 1000 4000 11.66 10.83 16.66 11.66 8.33 

6 1000 6000 18.32 16.1 24.98 18.32 12.21 

8 1000 8000 23.32 22.07 39.98 23.32 17.49 

10 1000 10000 31.97 28.32 41.65 31.97 23.32 

Large workload 

2 10000 20000 66.66 58.33 50 58.33 50 

4 10000 40000 79.16 74.99 66.66 79.16 58.33 

6 10000 60000 119.43 116.66 94.44 86.1 72.22 

8 10000 80000 158.32 154.16 133.32 108.33 91.66 

10 10000 100000 189.99 176.65 161.66 136.66 123.32 
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performance at all workload scenarios. Template 211 

performs poorly at high workload. 

The VM-Templates (T211, T121, T112, T212 and T222) 

utilization is calculated as per previously defined equation-3,  

Equation-4 and equation-5 and presented in Table-16 and 

Figure-11 to understand utilization of VMs in templates. 

Table-16: VM utilization of VM template (Small-VM, Medium-

VM and large-VM) with varying capacity 

Template Template 
Capacity 

(MIPs) 

Low 
workload 

(%) 

Medium 
Workload 

(%) 

High 
workload 

(%) 

Average 
utilization 

(%) 

T211 550 36.36 63.63 100 66.66333 

T121 600 16.66 66.66 100 61.10667 

T112 650 15.38 38.46 100 51.28 

T212 750 26.66 46.66 100 57.77333 

T222 900 22.22 55.55 100 59.25667 

 

 
Figure-11: VM utilization on varying capacity templates 

 

Observations: It is observed from Figure-11 that the 

resource utilization is better using resource utilization 

strategy when the template configuration is of mixed type 

with varying capacity in terms of MIPS value. Each 

template will have its own SLA constraints and it does not 

only depend on the MIPs capacity. Provisioned capacity is 

better utilized at different workload situations, as template 

configuration is of mixed type. 

 

VI. CONCLUSION 

 

The proposed template based resource provisioning and 

utilization method and procedure overcomes the problem of 

over-provision and under-provision of resources at Data-

Center without effecting QoS and SLA on any workload. 

The method is driven by completion time as one of QoS 

parameter for different workload scenarios. The resource 

provisioning strategy using VM templates with predefined 

SLA clauses provides several options for negotiation, 

prevents SLA violations and allows better utilization. The 

TBRP method provides response time, resource utilization 

on load variation for designed SLA. This method is useful to 

extract SLA parameters by simulation before agree to SLA 

documentations.  However, actual usage data can be used to 

design and offer better template for subsequent period on 

variation of load and response time. The TBRP method can 

be tested for comparative analysis on different capacity of 

Data centers.  
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