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Abstract— Vision-based human action recognition has an increasing importance among the computer vision community with 

applications to visual surveillance, video retrieval, Video Indexing, Robotics and human-computer interaction. This paper 

presents a survey on human recognition using neural networks and the popular datasets used for it. A detailed survey of 

learning based approaches for human action representation is presented in this paper which is the core of action recognition. 

The Experimental Evaluation of various papers are analyzed efficiently with the various performance of recent methods using 

KTH and UCF sports action dataset are also analyzed. 
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I. INTRODUCTION 

Human action recognition system identifies the 

actions of human like walking, jumping etc. from a video. 

There are many kind of research in this area in the last two 

decades. Human action recognition plays a vital role in 

visual surveillance, video retrieval and human-computer 

interaction among others. The general architecture of 

Human action recognition system consists of image capture, 

segmentation, tracking, identification, and classification. 

Human perception consists of organization, 

identification, and interpretation of feelings that humans 

acquire from the surrounding environment [1]. The 

identification of human actions is challenging topic in many 

modern science subjects, including psychology, cognitive 

science, neuroscience and biology. It can be identified by a 

series of observations of body movements. Such 

observations are then used to predict the category of 

movement such as running, waving the hand, and jumping. 

The daily activities of human are acquired from a large 

number of visual perceptions. While one of the most 

important tasks of computer vision is to mimic the way how 

humans perceive the surrounding environment and make 

predictions accordingly. Some existing computer vision 

technologies such as the Convolution Neural Network 

(CNN) [2] have gained a remarkable reputation for image-

based categorization tasks in terms of performance. Similar 

to image classification, the ability of correctly recognizing 

human actions is a basic component of human perception 

system. For robust action recognition system, computer 

vision researchers have paid significant efforts in the past 

decades. But due to the challenging issues, such as high 

environment complexity and high intra-class action 

variations, it has not been achieved today. Traditionally, the 

action representations mainly rely on statistics of gradients, 

combinations of global filters, depth images, skeletons, etc. 

which can be together referred to as handcrafted features. 

The learning-based approaches dominate the handcrafted 

features. 

This paper gives a survey of action representation, 

which is the core of action recognition. The term “action” is 

always confused with similar terms “gesture”, “interaction” 

and “activity”. To clarify the action is defined as an 

intentional, purposive, conscious and subjectively 

meaningful activity, where the above stated four terms can 

be associated with an ascending order of complexity levels: 

“gesture”, “action”, “interaction” and “activity”[3]. In the 

literature, there are several existing surveys on the topic of 

vision-based action recognition. 

The handcrafted action representation includes four 

subcategories. They are spatial-temporal volume-based 

approaches, depth image-based approaches, trajectory-based 

approaches and global approaches. In recent years, the 

learning based approaches increase the performance of 

image classification on challenging tasks, such as ImageNet 

[4]. This inspired researchers to follow learning based 

methodology to extract robust representations from action 

videos. Hence, this paper focuses on action representations 

and covers learning-based approaches. 

In this survey, a comprehensive investigation of 

existing learning-based action representation approaches is 

provided. It includes both non-neural network-based 

approaches and neural network-based approaches, where the 
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focuses allocated to the latter. In non-neural network-based 

approaches, genetic programming-based action 

representations and dictionary learning-based action 

representations are included. In neural network-based 

approaches, a finer taxonomy is employed to review these 

approaches from the aspects of static frames-based 

approaches, frame transformation-based approaches, 

handcrafted features-based approaches, 3D CNN-based 

approaches and hybrid models, where certain overlapping 

may exist between these taxonomies. 

The remaining of the paper is given as follows: 

Section 2 gives the survey of neural network based 

approaches. Section 3 common datasets used for action 

recognition followed by analysis of the results of various 

researches introduced in the recent years. Finally, a 

conclusion is given in Section 4. 

II. NEURAL NETWORK-BASED APPROACHES 

The most popular machine learning algorithm is 

based on neural networks. It aims to model high-level 

abstraction of data using hierarchical structures. In contrast 

to handcrafted approach, deep learning approach performs 

more intellectual learning and contains hierarchical feature 

extraction layers. As deep learning approach succeeded in 

image classification, some recent works have been using 

similar learning-based representations for action recognition, 

where these works are summarized according to the 

following directions: 1) learning from video frames, 2) 

learning from frame transformations, 3) learning from hand-

crafted features, 4) three-dimensional convolutional 

networks and 5) hybrid models. 

 

2.1. LEARNING FROM STATIC FRAMES 

There are several existing deep learning methods 

for image feature extraction. These methods can be applied 

to each frame within an action video to extract action 

features. Ning et al [5] decompose the video-based analysis 

of embryos development problem into frame-level 2D 

images and apply two-dimensional CNN to various stages 

(from fertilization to four-cell stage) of the development 

process. 

 

2.2. LEARNING    FROM FRAME   

TRANSFORMATIONS 

A Restricted Boltzmann Machine (RBM) [6] is a 

more generative artificial neural network that can provide a 

deep architecture by successively composing several RBM. 

Using RBM, Taylor et al. [7] developed an unsupervised 

approach for learning spatio-temporal features using a Gated 

RBM (GRBM) to extract motion features from neighboring 

frames. The GRBM architecture is first introduced by 

Memisevic and Hinton [8] to describe the probabilistic 

model of learning distributed representations of image 

transformations. It tried to predict the next frame in the 

video based on the current frame. This is called as 

“mapping” which extract features based on frame 

transformations. This model is extended to image patches at 

identical spatial locations in sequential frames. Hence, 

GRBM can capture the transformations of successive 

frames. In order to avoid the limitations of training 

GRBMson isolated patches, Taylor et al. extended the 

GRBM model to a convolutional GRBM (convGRBM) 

model by incorporating the convolutional architecture [8, 9]. 

It operates in a multi-stage architecture where weights at 

multiple locations within an image are shared by a 

convGRBM.. At the lowest layer, convGRBM extracts 

motion features from nearer frames. At the intermediate 

layer, spatio-temporal cues are obtained by 3D spatio-

temporal filters. Then normalization is done which is 

followed by average spatial pooling and max-pooling in the 

temporal dimension. Action representations can be obtained 

by the fully-connected layers and action label is obtained at 

the topmost layer. The lower layer of conGRBMis trained 

separately without using upper layers. Back propagations 

performed on upper layers. 

 

2.3. LEARNING FROM HANDCRAFTED FEATURES 

The next choice of computing learning-based 

action representations is to learn the top of handcrafted 

features. Most of the early attempts aim to address action 

recognition using learning-based representations lie in this 

category. This category is different from the previous 

category; “handcrafted representations-based action 

recognition”. The former discusses how the learning 

network can be established based on existing low-level 

features while the latter discusses how low-level features 

can be extracted from raw pixel-level video data. Kim et al. 

[10] developed a modified CNN-based action feature 

extraction and classification framework. At the lower level, 

action information is captured by handcrafted features. 

When an action performed by an agent is presented in a 

3Dvideo, a sequence of the agent’s outer boundary, which 

can be considered as a 2D contour in the spatial plane, 

generates a spatio-temporal volume, where the outer 

boundary information are extracted using three-dimensional 

Gabor filters [11]. Thus, in each spatio-temporal volume, 

actions are presented in a view-invariant form. In order to 

reduce the post-normalization location variances, the 

extended 3DCNNis applied to each spatio-temporal volume, 

and subsequent action features are extracted from a set of 

hierarchical layers based on the agent’s outer boundary 

features. A 3DCNN consist two convolution layers and two 

sub-sampling layers, where each convolution layer or sub 

sampling layer consists of two sub-layers. The extracted 

features are then fed into a discriminative classification 

model. 

 

Jhuang et al [12] presented a system that utilizes a 

feed-forward method of spatio-temporal feature detectors to 

measure motion-direction sensitive units, which lead to 
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position-invariant spatio-temporal feature detectors. Using 

the scale and position invariant features [13], a vector of 

scale and position invariant features is obtained by 

computing a global maximum for each feature map at the 

top of the hierarchy. The disadvantage of this method is that 

it requires handcrafted spatio-temporal feature detectors. Wu 

and Shao [14] developed a Hierarchical Parametric 

Networks (HPN) based on skeleton features. By replacing 

the RBM in [15] with a multi-layer network, the HPN 

approach can serve as a better model for estimating emission 

probability of hidden Markov models [16]. 

2.4. THREE-DIMENSIONAL CONVOLUTIONAL 

NETWORKS 

The first attempt to develop a 3D CNN and 

performs 3D convolution along both spatial and temporal 

dimensions at the pixel level is introduced in [17]. By 

applying multiple distinct convolutional operations at 

identical input locations, features are extracted subsequently 

from multiple information channels. Action representations 

obtained by such a 3D CNN approach contain a variety of 

information. In 2D CNN [8], convolution is performed in 

the spatial domain, where features are extracted from 

neighbouring units that share the same feature map in the 

previous layer. Whereas in 3D CNN, convolution is 

performed in both spatial and temporal dimensions using 3D 

cubes, which are generated by stacking multiple contiguous 

frames. The 3D CNN consists of 7 layers including the input 

layer, which is hardwired to three convolution layers and 

two sub sampling layers in with an alternating order. The 

last layer consists of 128 feature maps and is fully connected 

to all feature maps in the previous layer. The main idea of 

the 3D CNN architecture comes from the feed-forward 

nature, which enables efficient feature extraction in the 

recognition phase. 

Le et al. [18] introduced a Hierarchical Invariant 

Spatio-Temporal (HIST) action features. The feature 

learning is done based on the Independent Subspace 

Analysis (ISA). The ISA training process is less efficient 

when handling large-scale video data. Hence Principle 

Component Analysis (PCA) is used for feature learning. The 

HIS framework consists of several ISAs, where each ISA is 

initially trained on small input patches and the outputs are 

propagated to the next-layer ISA with reduced dimensions 

by PCA. HIST operates in an unsupervised manner over 

action videos, as it inherits ISA. 

Baccouche et al. [19] presented Sequential Deep 

Learning (SDL) method which extended CNN to a three-

dimensional scenario as in [11]. Both the methods are 

different in a way that the CNN architecture directly 

operates on raw video pixels in the former scenario while 

the CNN framework is established on the top of handcrafted 

lower level features in the latter. The construction of the 

CNN architecture in[19] is also different from [11] by 

following the order of two alternating convolutional layers, 

a rectification layer, a sub-sampling layer, a second 

alternating convolutional layer, a second sub-sampling layer, 

a third convolutional layer and two neuron layers. The 

training process uses a standard back propagation with 

momentum algorithm. Once action features are extracted 

using 3D CNN, a sequential action labelling scheme is 

utilized. Instead of utilizing small sized spatio-temporal 

volumes to generate three-dimensional regions for CNN 

learning, the temporal features are captured by adapting 

CNN to sequential data. Here, the Recurrent Neural 

Networks (RNN) [20] is used with one hidden layer of Long 

Short-Term Memory (LSTM). There are various RNN-

based approaches for human action recognition, which 

includes the hierarchical recurrent neural network for 

skeleton-based representation and the differential recurrent 

neural networks [21]. When comparing to the LSTM model, 

regular RNN is incapable of capturing long-term 

dependencies between frames, so that these models perform 

well. Karpathyet al. [22] conducted comprehensive study 

of3DCNN-based action recognition and evaluated all these 

approaches. The main focus of the study is to investigate the 

best approach for incorporating the motion information for 

recognizing actions, and how much improvement is needed 

to improve CNN on static video frames. From their study, it 

is proved that normally most videos present in a highly 

inconsistent nature, and thus cannot be easily processed with 

fixed-sized architectures. Consequently, the network is 

designed to learn spatio-temporal features by connecting 

several contiguous frames in time and plugging in the 

network. Based on their study, single frame architecture is 

equivalent to applying CNNs to 2D images. 

In their study, they also presented three CNN-based 

learning strategies: Early Fusion, Late Fusion and Slow 

Fusionto better analyze the benefits that come from the 

motion information. Late Fusion uses two separate CNNs on 

two apart frames (e.g., from a distance of15 frames) and 

connects both networks in the first fully connected layer, so 

that action motion characteristics can be captured at a global 

level. Early Fusion modifies the 2D single-frame based 

convolution to include the temporal dimension, and feed 

these 3D cubes to the first convolutional layer. As a 

compromise between Early Fusion and Late Fusion, Slow 

Fusion (SFCNN) progressively connects adjacent frames 

from convolutional layers in both spatial and temporal 

dimensions. All the three types of fusion strategies can be 

generalized to a common learning-based action 

representation approaches. Due to the high computational 

requirements of CNN-based approaches, especially when 

extending to the third dimension, efforts have been paid on 

how to speed up the training process. 

III. DATASETS 

In this section, two common datasets used for 

action recognition are discussed. The results of the recent 

methods which use these two datasets are also analyzed in 

this section. 
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3.1. THE KTH DATASET 

This database covers six actions - walking, jogging, 

running, boxing, hand waving and hand clapping. All are 

performed several times by 25 subjects in four different 

scenarios: outdoors, outdoors with scale variation, outdoors 

with different clothes and indoors. It contains a total of 2391 

sequences. All sequences are taken with a static camera with 

25fps frame rate, down sampled to the spatial resolution of 

160x120 pixels. This dataset does not provide background 

models and extracted silhouettes. 

 

 
Figure 1 KTH action dataset 

 

3.2. UCF SPORTS ACTION DATASET 

The UCF sports action dataset contains 150 

sequences of sports motions (diving, golf swinging, kicking, 

weightlifting, horseback riding, and running, skating, 

swinging a baseball bat and walking). Bounding boxes of 

the human figure are provided with the dataset. For most 

action classes, there is considerable variation in action 

performance, human appearance, camera movement, 

viewpoint, illumination and background. 

 

                         Figure 2 UCF action dataset 

 
 

Table 1.1:  Results of recent methods using 

KTH and UCF sports action dataset 

 

 

Dataset Year Author Method Accuracy (%) 

KTH 

2017 

Allah BuxSargano et al. [23] SVM-KNN 98.15 

Allah BuxSargano et al. [23] SVM 94.83 

Allah BuxSargano et al. [23] KNN 89.91 

2016 

Charalampous and Gasteratos [24] Online Deep learning 
91.99 

 

Ahad et al. [25] Action and history and histogram 86.7 

Ding and Qu [26] Interest Point Detector 95.58 

2015 
Veeriah et al. [27] Differential RNN 93.96 

Shi et al. [28] DTD, DNN 95.6 

UCF sports Action 

2017 

Allah BuxSargano et al. [23] SVM-KNN 
91.47 
 

Allah BuxSargano et al. [23] SVM 89.60 

Allah BuxSargano et al. [23] KNN 82.75 

2016 
 

Tian et al. [29] 
Local Consistent Group Sparse 

Coding 
90.0 

Charalampous and Gasteratos [24] Online Deep Learning 88.55 

Ballas et al. [30] GRU-RCN 80.7 

2015 

Atmosukarto et al. [31] 
Discriminative Structured Trajectory 
groups 

82.6 

Sun et al. [32] 
Factorized spatio-temporal CNN 

(SFTCN) 
88.1 

Wang et al. [33] TDD, CNN 95.1 
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From Table 1, it is observed that SVM- KNN method 

achieves better accuracy rate than other methods in KTH 

dataset. Also, in UCF sports action dataset, CNN method 

outperforms other methods by more than 3%. In KTH 

dataset, deep learning method does not achieve better 

performance than SVM. 

 
IV.CONCLUSION 

 

Action recognition plays a vital role in video surveillance, 

video retrieval and human-computer interaction. This 

paper gives a brief survey on action representation in deep 

learning methods such as convolution neural network. The 

common datasets used for action recognition such as KTH 

and UCF sports action dataset are also discussed. The 

experimental results of the recent methods in the 

aforementioned datasets are also analyzed. From the 

survey, it is clear that SVM with KNN (K-Nearest 

Neighbors) method achieves a better accuracy of 98.15% 

when compared to other methods in KTH dataset. In UCF 

sports action dataset, the deep learning method (CNN) and 

TDD achieves 95.1% when compared to other methods. 
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