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Abstract- In Word Sense Disambiguation (WSD) much research has been carried out and are still being made today. If a
sentence has ambiguity or ambiguous word, then the meaning of this sentence may or may not differ from context. If the
meaning of the sentence is inferred from the context, then the concept of WSD comes to remove the ambiguity. Here we will
discuss ambiguity which comes after Machine translation. In our experiment, we have collected different types of questions for
analyzing the impact of ambiguity for wh-questions with respect to other questions (objective, match, fill in the blank and
keyword specific). Some machine translators do not understand the type of the question and treated as a normal
question/sentence. In this paper, we will discuss the five different types of questions and their machine translation with five
standard online/offline translators. This paper describes our work on the impact of ambiguity from English to Hindi translation
of different types of questions and main focus on wh-questions versus other questions translation. In this paper also have some

experimental analysis and their result.
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|. Introduction

This paper discusses the issue which arises wh- question and
other questions translation though machine. Ambiguity in
Question paper translation is the big issue because they deal
with the examination. The comparative exam has the
different type of questions from the different area. Most of
the competitive exam has two or more than two languages
such as English, Hindi and regional language. But
academic/ School/ University/ Educational Institute and
others paper have only one language which is English. In
competitive examination papers have the manual translation
of English version that’s why these have strictly instructed
that the English version is valid if another version
(languages) has any kind of mistake. In the academic
examination, the paper has English as a language so students
do not understand the question properly and they give the
incorrect answer. If ever academic exam paper has both
languages, then a student easily and correctly understands
the paper and they give the correct answer.

Most of the competitive exam has very tough Hindi
translation of the question papers exam, we do not
understand those question papers and give the wrong
answer.

Removal of this type of language barrier is possible only MT
translations which translate the English version without
ambiguity. MT translation saves time, money as well as
energy also. There are many Indian languages MT tools
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available such as Anusaaraka [20], Babelfish [19], Babylon
[18], Bing [17], Google [21] etc.

This paper discusses the experimental analysis of
ambiguity in question paper translation using MT and
mainly focused on wh-question versus other examination
questions. This paper has five different types of questions
which come examinations such as wh-question, objective,
match-questions, fill in the blank and keyword specific
questions. We have been collecting these questions, from
various sources [11][12][13][14][15][16]. We have worked
in English to Hindi translation through the machine, so
English as a source language and Hindi as a target language.

I1. Related Work

Much more work done on question answering system (QAS)
with same and different language. For online QAS question
may or may not in structure format. The format of the
question has included structure, semi-structured and
unstructured data for question answering system. Many
types of question-answering systems are available such as
ontology-based QAS, question answer for different natural
languages; vector space based [4], classification based [5]
and a text-based question answering system [1]. In question
answering field some system deals with automatic question
answering and these systems also deal with wh questions
[2]. Some question answering systems are domain specific to
this kind of system used pre-constructed knowledge source.
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These systems required extensive technology to provide a
correct answer [3]. Some researcher has been dealing with
the challenges for multi-domain and multi-language question
answering system [8].

In question answering system many time users faced
ambiguity issue which is handled by word sense
disambiguation. Similarly, question paper translation is not
free from ambiguity so, we worked on it and find some
question translation related issues from one language to
other language and also discuss the classification of question
paper translation [6][7]. Some researcher work on automatic
question translation, which is based on semantic pattern and
this pattern use three steps for better translation these steps is
structure analysis, pattern matching and word sense selection

[9].
I11. Types of question

In Question paper translation we collect 150 questions and
these questions have both versions such as English and
Hindi where English version is taken as the source language
and Hindi version is taken as reference sentence. These
questions are divided into five different types of questions
such as Wh-question, Objective question, Match question,
Fill in the blank question and keyword specific questions.
Categorization of questions is shown in figure 1. Here we
will discuss one by one, firstly we will discuss wh-question
after that other type question.

S

T
Keyword with in
sentence

k4
Keyword outside of
sentence

Figure 1. Questions categorization

Five types of questions come under this category they are
Wh question, objective, match, fill in the blank and keyword
specific question. Keyword specific question again divide
into two categories one is keyword present within one
sentence and other type of the question has keyword present
outside of the question. Here we show all types of questions
such as objective and fill in the blank question.

3.1 Wh-Question

In this question has wh-word such as “what, why, whom,
who, how, where, which” and interrogative symbol (?)
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comes at the end of the sentence. These wh-words also knew
as “question words” and most of the time these words come
at the starting position of the question sentences. Here we
consider an example which has the “wh” word.

English version: What are the strengths and weaknesses of
participant observation as a method?

Reference: Teh Ugfa & &9 & Tgameft 9670t T Far-aar
MT Anusaaraka: JOTTell & FT & 19T ol dTel TAAETOT Y
MT Babelfish: Tk fafer & &9 # HENGR W&T0T T IfF7
MT Babylon:*&aT §? ugfad i FH7IRT FI amefier &
& # feoqof

MT Bing: T faftr & &9 7 #efigR 9e&Tor &7 ofFaar 3k
MT Google: Ta fafer & &7 & gfasimst sraclienet $r T

This question also has ambiguity, but every MT translators
understands this type of question. There is no any dictionary
and transliteration problem, but it is not free from ambiguity.
Here the word “strengths” and “weaknesses “are ambiguous.
All machine translated questions has a different meaning of

the word “strengths” as “FAFA, UfFTF, ATHT and the
word “weaknesses” as “ﬁ@‘?c_ﬂ: FHARI S0, We can say

that wh-questions do not free from ambiguity. The correct
context related meaning of these words “strengths” and

“weaknesses as “Z‘?{W’ and “ AT,

In addition to ambiguity, machine translated sentences
face some other problem. When machine translation is used
for question paper translation, then it faced many types of
problems such as ordering problem, gender problem etc.

3.2 Objective-Question

English Version: Which among the following services is not
provided under Integrated Child Development Service
[ICDS] scheme?

(@) Supplementary feeding

(b) Immunisation

(c) Distribution of free books and dress to the children

(d) Health and Nutrition Education to 3-6 year old children

Reference: fATaid & TATead sTol AT IaT (3773,
. &Y. TH.) AT & AN PieT TY JaT A8 ST 8ler g 2
(®) X IER
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@) T gfaReTor

@0 Sl [AR[esh gEdeh! Td faegrery aremeh
fararoT

(&) 3-6 AY T 3 o Sl Sl TGELY U GIVoT fRIeT

MT Anusaaraka: Sit fefaf@a @amstt & &g & b
GfcReTor &1 fS¥gsgers (EMfreebooks T 3R s=al &l
foramra TotahereT w{feere 3R g (31)3-6 st qRre el &l
9 ETeT TR §37 Feedles aTges fSdaerve Faq B4
$TEH B16 AISTAT? a ACelHwedl & aAdcd H ol fear rdm
g.

MT Babelfish: Sif fe=tfelf@d daT3ft & oo Thishd aTer
faehrer @ [3MSENSTTH] JSTAT & T IHASY e 82 ()
39X MG (W) ITHshATRIOT (1) St T freebooks 3K
qremeh T TaaRoT (7) T 3R 99T 78T & forw 3-6
aY e et

MT Babylon: *Sit foie=faf@d dam3it # Thrhd arer
T Tar 3Ucsy FET glg o T IS [?
(FIWT F TARO*EN AR (@) | BT 3 qR*(
*gfaReTuTfreebooks TTeMeh & Tl & folT (€)3-6 W &T
3G o sewt & forw {1, Faree ue qrvor

MT Bing: ST fa#=Tfaf&Ia @an3it & s Tehlehe STer
T FaT [3MSAEITT] AT & dEd 3TeTeH T8l 87

() 3T 3MER

(@) 3THHHRIOT

(31) St T freebooks 3R AR T faaRoT

(&) TETELT 3R GoT RIET & foIv 3-6 a¥ GXre et

MT Google: SE1IIES ASes SaaTHT AT (TSHETY)
ST oh dgd TeiaIfol & HaT3il # & ShieT AT TG

(T) T 3R

(@) gfaetor

(&) sreit hY Fo fehcTel X rerTes & faeRoT

(3Y) 3-6 TTS & Tl ol TATELY 3R GrvoT fAIeTw

Only two MT (Bing and Google) understands this question
as the objective question and reaming translator treated as
simple sentences. Some translator does not translate the
English word “freebook” Except MT (Google), so we can
say this is dictionary issues not an ambiguity related issue. In
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this example, all MT does not free from transliteration
problem. Now, we move to the next type of question.

3.3 Match-Question
English version: Match list | with List 1l and select the
correct answer using the code given below:
List I [Tirthankara]
(@) Adinatha
(b) Mallinatha
(c) Parshvanath
(d) Sambhavnatha
List 11 [Cognizance]
(i) Bull
(ii) Horse
(iii) Snake
(iv) Water Jar
Reference: IEl- | 1 - | | F GATAT RIS
it & A @ 31T e @ el 3cck AT |

- | ()
() iy
@) Afcdary
@) TRy
(8) WFEATTYA

@11
(30 qus
(3T) 37T
® @
() STo-SHerel
MT Anusaaraka: # foree $8 o A1 H3Y Felleng el &
3R &2 g3 & A WieaT 1 ITAT FIA g A g
S & ToTdT 3ccX8 ATeY Hidefoted P43 (3FIIoT FufaTer
1 w7dl 37&N) ikl SfeAT H TR IV (ii ) g (iii) T
)iv) §8 B4l TFEHATTATY foRT T FeATI3 ¢ TRRIATY
W (T 3N20 faeTerery w22 a ey & b 7Y foree .
MT Babelfish: I= # gfacdha g=h & @y #= 3k &
AT QU T HIS AT YA Scc T TG H: Far #
[e] (F) Adinatha (@) Mallinatha (3T) 9TRI=TY ()
Sambhavnatha = Efacha [E=A1eT] (i) Tef (ii) BT (iii) AT
(iv) STef oI
MT Babylon: #= T | 3 11 G & =T &1 HET 3cc}
fAEATTHR &) H U X TG19T T Figl----:Setup] *fa¥efor
AR T T +*A1RIATY () (1) () (F)Mallinatha =Y
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)iv)*aTel ol

MT Bing: ¥ 7 gfaca g=h & @y A= i v s i
3T IS T 3YINRT e AT T Y

T 3 [

(3) Adinatha

(@) Mallinatha

(3T) 9TREATS

(&) Sambhavnatha

SCICERIBIGEIE

(i) et

(ii) g

(iiii) |TT

(iv) STel 9T

MT Google: foree 11 & aT freller I | 3R & few are
IS T T 3 T ITeT

T | [

() 3nfeary

(@) Mallinatha

(3T) 9T

(&N Sambhavnatha

SCIEERIBIKEIE

(1) ger

(li) a3

(lii) <ATaT

(iv) STel 9T

Let us, we consider match-question and also search for
ambiguity related issues. Only MT (Bing and Google)
understands the question is related to match-question and
translate as reference, translation with respect to structure,
but they do not free from a dictionary and ambiguity related
issues. The words “Adinatha”, “Mallinatha” and
“Sambhavnatha” have dictionary related issue arises for all

MT and they also have transliteration related issues. Now we
have taken some example for another type of question.

3.4 Fill in the blank Question

We consider some an example related to fill in the blank
question.

English version: Banks charge a higher interest rate on loans
than what they offer on
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Reference: 8 TR o ATl sATST F FHOT N
3R AT AT d

MT Anusaaraka: si& &I 3798 F0T IR Teh 3 ST
SIATST X HRITEN d S B13 B4 ¢ .

MT Babelfish: St T FIT T GF¥AG § HOT

IR U 3T sITST e ot |

MT Babylon: * Feo 1T TIHR T
3R @ =Aet et

MT Bing: St IR FT J GEATT & HKOT R Th
39 ST &< T7of |

MT Google: S T ST URRT R &, 385
HPIT T TR 3T AT & AA G|

The word “charge” is ambiguous so this produces meaning

“3RI9” for MT (Anusaaraka) which is different from

context. All MT understands the type of the questions
except MT (Anusaaraka) and treated as fill in the blank
question. Fill in the blank questions do not free from
transliteration related issue. Poor translation produced by
MT (Babylon) and MT (Google) translate the word “charge”
as reference translation. Now we move on other type of
question.

3.5 Keyword present within one sentence
In this question have some keywords so it is known as a
keyword specific question.

English: Discuss the concept of air mass and explain its role
in macro-climatic changes.

Reference: A &/ HehoUsll T f3dear HIfoTd AT
farecer &1 StefargeT aRacer  37fAenT i Tuse Hf|
MT Anusaaraka: §aT IRHATUT T TSHedal & A9T H
gl ST 3 macro-climatic SEeal 7 3HAT fAHT
HASSU .

MT Babelfish: §aT geg#7e7 T ITUROT R Faf F? 3T
HepT H A S APT-STorary TRaclal FHSAAT.

MT Babylon: &af i H#evarr st gar # 39str sifHer
Tse 3R STt Fereraniet| gRade Sterary-

MT Bing: §aT §eg#7+7 I ATURCN IR Ff F7 3T FAhT 7
39T S{fRRI-STordTg IRaciel HHSATAT.

MT Google: aTg FeFHe I JAURCT T Far # AR
HeT-STeTaTy qRaclel & SHehT 37fHehT T AT Y|
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All MT understands the structure of the question and
translated as reference, translation but these are not free
from ambiguity. The word “mass” and “discuss” are
ambiguous and all MT gives different meaning of these
words.

3.6 Keyword present outside of the question
In this question have some keywords outside of the question
so it is known as a keyword specific question.

English version; The effective management of land and
water resources will drastically reduce the human miseries.
Explain.

Reference: ${f& T STel AT T FIHTA Felotlel HIeTd
faqfecri T Seel T F T T ¢IN| TISE T

MT Anusaaraka: 8/ 3R Uil &I & GHIEHRT
Tt HAY 5 & STaeEc &9 § T H. FHSST.

MT Babelfish: ${f& X STeT FTL=AT & YT FaiereT rehr
AT G g1 ST, HAST.

MT Babylon: & STl Seer 81f3 T STel HETU e gl
SITasfy AT GRerfATRIA & | TS &

MT Bing: ${f& 3R Siel FATUAT & FHTET GaereT HIehr
HITd G g1 ST, HAST.

MT Google: #1f# 3R STl HHATLGAT T THTET Tt HeTd
G T HTHT S HYIMT| & TR H FATT|

All MT understand the pattern of the question and translated
to reference sentences regarding to structure. The word

“miseries” have ambiguous meaning as “§-&’, and

“gyITfAAT’, whereas “f@ufcegl is the correct context

related meaning.
IV. Experiment and Result

In our test as of now examined we took 150 different types
of questions which are classifications into five distinct
categories. Among these every category has 25 questions,
sample questions under every category alongside reference,
translation have appeared in the previous. BLEU matrix has
been utilized as the measurement for finding the accuracy of
translations using five popular translators.

Figure (2) shows the mean BLEU score of different type of
questions using five translators. The results show that for all
categories of questions Anusaaraka MT has the poorest
translation accuracy. Father, among all questions
Anusaaraka has given the poorest translations for match
questions that are 0.265 whereas the highest accuracy is
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achieved for wh-questions. For keyword specific questions,
all other translators have shown poor translations compare to
other type of questions except Anusaaraka the other
translators have shown the best performance for objective
type questions among all questions categories.

In the figure (2) graphs show the comparison among all
types questions. Whereas wh-questions perform better than
other questions (except objective-questions) for all MT
(except MT Anusaaraka). As our result shows only MT
Google shows wh-questions perform poorly with respect to
all questions (except keyword specific questions. Fill in the
blank questions slightly better than wh-questions only for
MT Babelfish).

Anusaaraka Babelfish
1 1
08 - 08 1
e 0 Mttt tur tats
0.2 0.2 OO U AN
0 0 [ORLLCLCEEEEREREE LR
1 4 7101316192225 14 7101316192225
Bing Babylon

Google

o it

14 7101316192225

Figure 2 (a). Wh questions

Anusaaraka Babelfish
1
0.8
06 | Tl
o2 1T THITHE I
2 Ptk UL
14 7101316192225 1 4 7101316192225
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Babylon Google Babelfish Anusaaraka
1
1 1 1
08 i 1 08 08 08
06 1 I 0.6 0.6 0.6 ;
04 M-I 0.4 04 - 0.4 HHith
o2 HHHHHHHHITTT o2 i 5 °2 sl
0 .
1 4 7101316192225 1 4 7101316192225
14 7101316192225 1 4 7101316192225
Bing Babylon Bing
1 1
0.8 | 0.8
06 I 8'2 ]
0.4 47
| . 0.2 -
0.2
0 - I 0 -
14 7101316192225 14 7101316192225
Figure 2 (b). Objective Question Google
1
08
Babelfish o]
apelris 0.4
Anusaaraka 02 | |
2 i I
1 1 14 7101316192225
0.8 0.8 |
06 | 06 - _ _
04 0.4 Figure 2(d). Match Question
s ikl |
0 - LEREEE 0 1 Anusaaraka Babelfish
1 4 7101316192225 1 4 7101316192225
1 1
0.8 0.8 i
0.6 0.6 i
0.4 - 0.4 I
0.2 0.2
Bin Babylon 0 0
g Y 1 4 7101316192225 1 4 7101316192225
1 1
0.8 0.8
0.6 0.6 I Babylon Bing
0.4 04 .
0.2 1 0.2 Ih I 1
14 7101316192225 1 4 7101316192225 0.4 G
02 I
1 4 7101316192225 1 4 7101316192225
Google Google
1
| 1
02 01
F 0.6
e | 1l sk
0 !I, . I,I, ,I ,,,,,,,,,,, 0.2 |I I |
1 4 7 10 13 16 19 22 25 o Ml | .
1 4 7101316192225

Figure 2 (c). Fill in the blank
Figure 2 (e). Keyword present within one sentence
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Anusaraaka Babelfish
1 1
0.8 0.8
0.6 06 - 1
0.4 4 0.4 - I
M | I T ull |
°3 M tHuthadtitult | ©2 |
147 10181619 2% 14 7101316192225
Babylon Bing
1 1
0.8 0.8 I

0.6 [l I
il |
0.2 1 '
0.2 aalln
0 |I|I|I IIIIIIII |I [ II I

0 &
1 5 913172125

1 4 7 101316192225

Google
1
0.8 |
0.6 A
o L IEHL. Th
FRLLL LR
1 4 7 101316192225

Figure 2(f). Keyword present outside of the question

1
0.8
0.6 B Anusaaraka
0.4 - .
02 - M Babelfish
0 - Babylon
SR P SO S )
S S E S e
N & & &
@" & A H Google
&

Figure 3. Mean value for all types questions
V. Conclusion

In this paper, we have tried to analyze the translation
accuracy of questions paper through different translators for
more robust analysis questions were categories into all
possible types as may appear in different examination. The
main objective of the work to understand how empty tools
behave while translating these categories of questions. Our
result indicates that translator behave differently for different
types of questions which clearly indicates that the translation
of question sentences is a more challenging task compare to
other sentences as they required a high degree of accuracy.
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