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Abstract— Data science is the most promising area in computer science today.  Data science uses various methods and 

techniques to deal with large volume of data accumulated day by day. Predictive analytics is the prime concept in data science 

by processing these large volumes of data to make important predictions.  This is being achieved through machine learning 

family of algorithms.   This paper makes a note on the core concept of machine learning and the strategies to adopt suitable 

machine learning algorithms for the problems in data science. It also reviews different areas of machine learning applications 

in data science. 
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I. INTRODUCTION 

 

Machine learning is now a data science technique that allows 

computers to process existing data through feature 

engineering and to forecast outcomes and future trends. 

Machine learning facilitates the computing systems to learn 

without being explicitly programmed [1]. 

 

When the predictions from machine learning occur, the apps 

and devices become smarter. While shopping online, 

machine learning persuades consumers by recommending 

other products we may like to purchase based on our search 

preferences. On swiping credit cards, machine learning helps 

to detect fraud by comparing the transaction to a database of 

transactions. Machine Learning is also emerged as a 

technique for cloud predictive analytics that enable us to 

quickly create and deploy predictive models as analytics 

solutions [2]. 

 

Machine learning is used in three wide categories of 

applications namely data exploration [3], descriptive 

analytics [4] and predictive analytics [5].  Data exploration is 

used to derive information from a large and unorganized data 

set to find characteristics for data analysis. Data mining is a 

data exploration phenomenon. Descriptive analytics is the 

process of analyzing a data set in order to examine what 

happened. Machine learning models for automated diagnosis 

of deceases using time-series EEG signals is a descriptive 

analytics [6]. Business and social networks analysis are also 

descriptive. Predictive analytics uses algorithms that analyze  

 

 

historical and/or live data to identify patterns or trends in 

order to forecast future events.   

 

Following sections of this paper provide technical concepts 

on various machine learning models, algorithms and 

applications. Section-2 presents the overview of a machine 

learning model. Section-3 details the basic characteristics of 

machine learning algorithms with reference to existing 

literatures. Problem scenarios that are influencing the 

selection of machine learning algorithms and their 

classifications are presented in section-4.  Section-5 

describes the influencing factors which are used for choosing 

suitable machine learning algorithm. The last section of this 

technical paper featured for presenting the core application 

areas for data analytics. 

 

II. MACHINE LEARNING MODELS 

 

A machine learning model is a conceptualization of the 

problem one who tries to solve and the outcome one who 

predicts [7][8]. Models are being trained and analyzed from 

existing data. On training a model, known data sets is being 

used and make adjustments to the model based on the 

characteristics of the data to obtain the most accurate answer. 

The machine learning model is comprised of functional 

modules such as classifiers using an algorithm module that 

processes training data efficiently. Once the model is trained, 

test data is applied to evaluate the model. Known data is 

applied to evaluate the model to check whether the model 

predicts accurately. This phenomenon is illustrated in 

figure.1.  
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 Figure-1: Training-Testing model 

 

 

III. MACHINE LEARNING ALGORITHMS 

 

A machine learning algorithm is self-contained semantic 

rules used to solve problems through data processing, 

mathematics, or automated reasoning. Machine learning 

algorithms are generally grouped into two classes: supervised 

and unsupervised [9][10]. 

 

Supervised learning algorithms make predictions based on 

guided examples and past experiences. For example, 

hazardous guesses in the predictions of future stock prices 

with the past data. A supervised learning algorithm looks for 

patterns in the value labels. It can use any information that 

might be relevant—the day of the week, the season, the 

company's financial data, the type of industry, the presence 

of disruptive geopolitical events—and each algorithm looks 

for different types of patterns. Once the algorithm has found 

the best pattern it can, it uses that pattern to make predictions 

for unlabeled testing data—tomorrow's prices. 

 

The most popular and widely used machine learning is 

supervised. All the modules in Microsoft’s Azure Machine 

Learning are supervised in nature. The specific types of 

supervised learning algorithms in Machine Learning include 

classification [11], regression [12], and anomaly detection 

[13]. 

 

On using the data to predict a category, supervised learning 

is also called classification. For instance, when assigning an 

image as a picture of either a 'cat' or a 'dog'. If there are only 

two choices, the classification will be called two-

class or binomial classification. If there are more data classes 

on which the data either belongs to, it is known as multi-

class classification. Whilst a value is being predicted with 

temporal data, supervised learning is called regression. 

 

In situations to identify data points that are simply in unusual 

pattern, as any highly unusual credit card spending patterns 

in fraud detection. The idea that anomaly detection takes is to 

simply learn how normal object or activity looks like and to 

spot anything that is significantly different. 

 

The clustering which is unsupervised in nature, data points 

have no labels to guide the classification [14]. The goal of 

these unsupervised learning algorithms is to organize the data 

in such a way by describing its structure. This is called 

grouping the data into clusters or alternate ways of 

organizing complex data so as to make them simpler and 

more organized. 

 

Yet another type of machine learning called reinforcement 

learning [15], the algorithm gets to choose an action in 

response to each data point. Sometimes later the learning 

algorithm also gets a reward signal, showing how best the 

was the decision. By doing this, the algorithm changes and 

adopts its strategy to obtain the highest reward. 

Reinforcement learning is widely applied in the applications 

of robotics and also well suited for Internet of Things 

applications. 

 

IV. SELECTION OF ALGORITHMS 

 

Data science adopts various methods and algorithms rooted 

in few questions which are seeking for answer. Each case is 

addressed by using well established machine learning 

algorithms as illustrated in figure.2. 

 

If the problem leads to a question “Is this A or B ?” then 

classification algorithms will an ideal choice. This kind of 

algorithms is called binomial or two-class classification as it 

is useful when the question has just two possible answers. 

When this question is rephrased to include more than two 

possible options like “Is this A or B or C or D, etc.?”, then it 

is called multiclass classification and can be used when you 

have several possible answers. Multiclass classification is 

modeled to choose the most likely one. 



   International Journal of Computer Sciences and Engineering                                      Vol.6(10), Oct 2018, E-ISSN: 2347-2693 

 

   © 2015, IJCSE All Rights Reserved                                                                                                                                        361 

 

 

Classification 

Algorithms

Anomaly Detection 

Algorithms

Regression Algorithms Clustering Algorithms

Reinforcement Learning 

Algorithms

Is this A or B ? Is this weird ?

How much ? How many? How is this organized ?

What should I do now ?

 Figure.2: Machine Learning Types 

 

On the situations while looking for the answers to the 

question “Is this weird?” uses anomaly detection algorithms. 

For instance, the bank which issues credit card analyzes 

purchase patterns of the customer, so as to alert the customer 

during the unusual purchase pattern which leads to possible 

fraud. Anomaly detection gives alarm for the unexpected or 

unusual events or behaviours. It also locates where to look 

for issues. 

 

A family of machine learning algorithms that can predict the 

answer to the questions such as How much? or How many? 

is called regression. Regression algorithms widely applied 

for numerical predictions, such as weather forecasting, 

business projections etc. 

 

The most promising area of machine learning is clustering. 

When you look for the response to “How is this organized?”, 

the first choice is clustering algorithm. To know the structure 

of an existing data set, clustering methods could be used. It 

classifies data into natural clusters for easier interpretation. 

Usually clustering may not provide right answer. Common 

examples of clustering include: Which customers like the 

same types of products? Which is the common problem 

caused by the particular system? It is better to understand and 

predict the behaviours and events to realize How it is 

organized? 

 

When we ask the query like “What should I do now?” could 

be addressed with a family of machine learning algorithms 

called reinforcement learning. Reinforcement learning 

algorithms learn from outcomes, and decide the further steps. 

In general, reinforcement learning is suitable for automated 

systems that have to make lots of small decisions without 

human guidance.  These algorithms gather data as they go, 

learning from trial and error. 

 

Data science can answer the five questions explored here by 

a separate family of machine learning algorithms. On the 

basis of problem scenario and other computational factors 

influencing the data, each class of algorithms are further 

classified and are summarized in figure 3.  

 

V. FACTORS FOR CHOOSING AN ALGORITHM 

 

a) Accuracy 

Unlike other computational algorithms, obtaining the 

most accurate answer possible isn't always necessary in 

machine learning. Depending on the application, sometimes 

an approximation is sufficient. In those cases more 

approximate methods can be adopted to reduce the 

processing time dramatically. Adoption of more approximate 

methods has the advantage to avoid over fitting. 

 

b) Training time 

The overall time span necessary to train a machine 

learning model varies between algorithms. Training time is 

closely related to accuracy; means one characteristically 

accompanies the other. Some algorithms are more sensitive 

to the number of data points which may influence training 

time.  

 

c) Linearity 

Many machine learning algorithms make use of linearity. 

In principle, linear classification algorithms assume that 

classes can be linearly separable by a straight line. For 

example, regression and support vector machines. Linear 
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regression algorithms assume that data trends follow a 

straight line. In these algorithms, assumptions provide better 

results for some cases, but on others accuracy may come 

down.  

 

There are problems with Non-linear class boundary which 

are relying on a linear classification algorithm would result 

in low accuracy. On the other way, data with a nonlinear 

trend by using a linear regression method would generate 

much larger errors than necessary. Linear algorithms are very 

popular and tend to be algorithmically simple and fast to 

train. 
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Figure. 3. Machine Learning Algorithms 

 

d) Number of parameters 

Parameters are the cognitive knob a data scientist gets to 

tune when setting up an algorithm. Parameters are numeric 

values that could affect the algorithm's behavior, such as 

error tolerance or number of iterations, or any other factors 

which determines how the algorithm should behave. The 

training time and accuracy of the algorithm may sometimes 

sensitive to getting the right settings of parameters. 

Normally, algorithms with large numbers as parameters need 

the most trials to find a good combination of parameter 

values. The positive aspects of having more parameters are 

that an algorithm will have greater flexibility and can often 

achieve better accuracy if the right combination of parameter 

settings. 

e) Number of features 

The cases with particular types of data like textual data in 

genetics, large number of features are extracted as compared 

to the number of data points. The number of features can be 

less in some learning algorithms, may lead to unfeasibly long 

training time. For instance, Support Vector Machines are 

particularly well suited to this case. 

 

VI. MACHINE LEARNING APPLICATIONS 

 

Pattern Recognition 

The most common uses of machine learning algorithms are 

in pattern/image recognition. There are many more 

applications in place where the machine learning is used 
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[16]. On using with digital images, the measurements depict 

the outputs of each pixel in the image. On handling 

with black and white images, each pixel intensity serves as 

one measurement. In the case of coloured image, each pixel 

is represented by providing three measurements to the 

intensities of three primary colour components ie. RGB. 

 

In face detection, the two major categories could be face vs. 

no face present. A separate category for each person with its 

characteristics is stored in a database of several individuals. 

In the case of character recognition, segmentation of a piece 

of writing into smaller images is done, each containing a 

single character. Different machine learning algorithms are 

being adopted for pattern recognition problems [17] based on 

the purpose to be served. 

 

Speech /Signal Processing 

Automatic speech recognition is a prime topic today in IT 

industry. It includes, discrete word recognition, continuous 

speech recognition and speech generation.  

Handling of speech using machine learning approaches is 

promising as with signal processing applications [18]. In 

speech recognition, the spoken words are given as inputs to 

the applications. A set of numerical values that represent the 

speech signal could be used as features in this application. 

The speech signal is being segmented into portions that 

contain distinct words or phonemes. Each segment is being 

identified by the intensities or energy at various time-

frequency bands. 

 

Medical Diagnosis 

Machine learning helps in solving diagnostic and prognostic 

problems in a wide variety of medical domains such as 

biomedical signal processing [19] [20], diagnostic decision 

support systems [21] etc. Analysis of clinical parameters and 

their combinations for prognosis is being carried out using 

machine learning methods for forecasting of disease 

progression, medical knowledge extraction, treatment 

planning and support, and patient management.  

Machine learning is also used for data analysis, such as 

detection of normality in the data by dealing with anomalies 

using improper data, interpretation of continuous data used in 

the Intensive Care Unit, and for intelligent alarming resulting 

in efficient monitoring of patients. It also improves the 

accuracy of medical diagnosis by analyzing the data of 

patients. 

 

Statistical Arbitrage 

Statistical arbitrage is a successful automated trading strategy 

that is crucial for short term and can have large number of 

securities. Such kinds of problems are being implemented by 

applying trading algorithms for a set of securities on account 

of financial parameters like historical correlations and 

general economic variables [22]. This can be viewed as an 

estimation problem with the assumption that the prices will 

close to a historical average. Adopting suitable machine 

learning algorithms to obtain an index arbitrage strategy is 

now a useful technique in data science. In specific, linear 

regression and support vector regression (SVR) are fruitful 

methods in for this scenario.  

 

Learning Associations 

Learning association is a business strategy for the process of 

developing insights into various associations between 

products. For example, how seemingly dissimilar products 

may form an association to one another by analyzing the 

buying behaviours of customers. One most important 

application of machine learning is learning associations in 

business environment.  Machine learning algorithms are 

employed to study the association between the products 

people buy [23]. 

 

Information Extraction 

Another application of machine learning called Information 

or knowledge extraction. It is to dig out structured 

information from unorganized data from number of online 

sources such as web pages, communities, blogs, business 

reports, and even e-mails [24][25]. The relational database 

systems keep track of the extracted information in an 

organized manner. This is the key process in big data 

industry [26]. Extraction principle is used to aid the business 

industry much by providing the data in the way they want in 

real time. 

 

Predictive Analytics 

One of the well-known areas in data analytics today is 

prediction or forecasting [27]. As in banking, computing the 

probability of any of loan applicants faulting the loan 

repayment based on the past history. The probability of the 

fault is being computed by classifying the existing data in 

definite classes. It is guided by a set of classification rules 

prescribed by the analysts based on the purpose. By using the 

classified data the probability is estimated across all sectors 

for varied purposes.  

 

VII. CONCLUSION 

 

Subsequent to data engineering, building machine learning 

models and applying machine learning algorithms are the 

two essential steps for data analytics. The technical stuff 

compiled through this paper will be considered as a primary 

source of knowledge for machine learning researchers to 

choose appropriate algorithms for their problems. Even 

though it provides shadow knowledge on machine learning 

concepts, the essentials on building machine learning models 

for the problems related to data analytics are revealed. 
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