
 

  © 2018, IJCSE All Rights Reserved                                                                                                                                        341 

International Journal of Computer Sciences and Engineering    Open Access 

Research Paper                                          Volume-6, Issue-4                                              E-ISSN: 2347-2693 

                 

Implementation and Analysis of the Performance of EDTA (Enhanced 

Decision Tree Data Mining Algorithm) for diagnosis of Angioplasty and 

Stents for Heart Disease Treatment 
 

Amarjeet Kaur
1*

, Ashok Jetawat
2
,  Gurpreet Singh

3 

1
Dept. of CSE,  Pacific University, Udaipur, India 

2
Dept. of CSE,  Pacific University, Udaipur, India 

3
Dept. of CSE,  ST.Soldier Institute Of Engg & Tech,  Jalandhar, India 

*Corresponding Author: amarjeetghotra27@gmail.com 

Available online at: www.ijcseonline.org 

Received: 20/Mar/2018, Revised: 28/Mar/2018, Accepted: 19/Apr/2018, Published: 30/Apr/2018 

Abstract: Data mining is a process of extraction of useful information and patterns from huge data. It is also called as 

knowledge discovery process, knowledge mining from data, knowledge extraction or data pattern analysis.  We present a 

improved approach to support nearest neighbor queries from mobile hosts by leveraging the sharing capabilities of wireless ad-

hoc networks. We illustrate how previous query results cached in the local storage of neighboring mobile peers can be 

leveraged to either fully or partially compute and verify spatial queries at a local host. The feasibility and appeal of our 

technique is illustrated through extensive simulation results that indicate a considerable reduction of the query load on the 

remote database. 
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I. Introduction 

 

Various algorithms and techniques like Classification, 

Clustering, Regression, Artificial Intelligence, Neural 

Networks, Association Rules, Decision Trees, Genetic 

Algorithm, Nearest Neighbor method etc., are used for 

knowledge discovery from databases. But here we are 

going to discuss Association rules mining. So, having 

information about our data business and data mining 

techniques we can decide what we will use. Or we can try 

them all (if we have enough time, money and data) and 

find out which one is the best in our case. Decision tree is 

one of the important analysis methods in classification. It 

builds its optimal tree model by selecting important 

association features. While selection of test attribute and 

partition of sample sets are two crucial parts in building 

trees. Different decision tree methods will adopt different 

technologies to settle these problems. Traditional 

algorithms include C4.5, ID3, CART, SPRINT, SLIQ etc. 

ID3 is the representation of decision tree method. It is easy 

to understand and has fast classified speed which is 

applicable to large datasets. Many decision tree algorithms 

are improved based on it, like CART, C45. But these 

algorithms more or less have some problems in selection 

of test features, type of samples, memory utilization of 

data and the pruning of trees etc. Presently, researchers 

have present many improvements. 

As we look at Data Mining tools, we see that there are 

different algorithms used for creating a decision making 

(or predictive analysis) system. There are algorithms for 

creating decision trees such as C4.5 and CART along with 

algorithms for determining known nearest neighbor (KNN) 

or clustering when working on classification. The goal of 

this research is to look at one particular decision tree 

algorithm called enhanced algorithm and how it can be 

used with data mining for mobile service. The purpose is 

to manipulate vast amounts of data and transform it into 

information that can be used to make a decision. 

In this work, I propose a technology based on data mining 

algorithms for the induction of decision trees. It is well 

suited in our context for various reasons.  

1. To enhanced decision tree algorithm which will 

work on large scale high dimensional dataset- 

there is a problem of data mining in the 

classification of large datasets. There is no such 

algorithm stated that performs well in this 

problem. An algorithm can be made with certain 

split selection methods involved from the 

literature which includes algorithms like C4.5 and 

CART.  

2. To enhance the efficiency with a new classifier 

that combines the k-Nearest Neighbor (CART) 

distance based algorithm with the classification 

tree paradigm based on the C4.5 algorithm.  
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3. To reducingpresentsum of square error- the 

proposed algorithm gives reduced sum of square 

error as compare to the CART and C4.5 

classification algorithm which means that the 

new algorithm gives more accuracy. 

4. To enhancement in the efficiency of decision tree 

construction- various pruning techniques are 

proposed which can help in the improvement of 

decision tree construction.  

C4.5 

C4.5 algorithm is enhancement to ID3.C4.5 can 

handle continuous input attribute.. It follows three 

steps during tree growth [3]: 

1. Splitting of categorical attribute is same to ID3 

algorithm. Continuous attributes always generate 

binary splits. 

2. Attribute with highest gain ratio is selected. 

3. Iteratively apply these steps to new tree branches 

and stop growing tree after checking of stop 

criterion. Information gain bias the attribute with 

more number of values. C4.5 used a new 

selection criterion which is Gain ratio which is 

less biased. 

The Gain ratio measure is a selection criterion which is 

used less biased towards selecting attributes with more 

number of values [3]. 
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CART 

The CART distance based algorithm with the classification 

tree paradigm based on the ID3 algorithm. The CART 

algorithm is used as a preprocessing algorithm in order to 

obtain a modified training database for the posterior 

learning of the classification tree structure. Then the 

incorrectly classified instances are duplicated with the 

previous data set and finally ID3 is applied to complete the 

classification procedure of biomedical data. In this 

approach a boosting technique is incorporated in such way 

that the incorrectly classified instances in the training set 

are identified using the k –NN algorithm. The performance 

of the proposed method is compared with the related 

algorithms. Experimental results show that the newly 

proposed approach performs better than the other existing 

techniques. 

 

EDTA- Proposed Algorithm  

create a node N; if samples are all of the same class, C 

then return N as a leaf node labeled with the class C; if 

attribute-list is empty then return N as a leaf node labeled 

with the most common class in samples; select test-

attribute, the attribute among attribute-list with the highest 

information gain;  label node N with test-attribute; for each 

known value ai of test-attribute; grow a branch from node 

N for the condition test-attribute = ai;  

let si be the set of samples in samples for which test-

attribute = ai; // a partition if si is empty then attach a leaf 

labeled with the most common class in samples; else attach 

the node returned by Generate_decision_tree (si, attribute-

list- test-attribute);  

The basic strategy is as follows :  
The tree starts as a single node representing the training 

samples (step 1).  

If the samples are all of the same class, then the node 

becomes a leaf and is labeled with that class (steps 2 and 

3).  

Otherwise, the algorithm uses an entropy-based measure 

known as information gain as a heuristic for selecting the 

attribute that will best separate the samples into individual 

classes (step 6).  

This attribute becomes the ―test‖ or ―decision‖ attribute at 

the node (step 7). (All of the attributes are categorical or 

discrete value. Continues-valued attribute must be 

discretized.)  

A branch is created for each known value of the test 

attribute, and the samples are partitioned accordingly 

(steps 8-10).  

The algorithm uses the same process recursively to form a 

decision tree for the samples at each partition. Once an 

attribute has occurred at a node, it need not be considered 

in any of the node’s descendents (step 13).  

The recursive partitioning stops only when any one of the 

following conditions is true:  

All the samples for a given node belong to the same class 

(steps 2 and 3), or  

There are no remaining attributes on which the samples 

may be further partitioned (step 4). In this case, majority 

voting is employed (step 5). This involves converting the 

given node into a leaf and labeling it with the class in 

majority among samples. Alternatively, the class 

distribution of the node samples may be stored.  

There are no samples for the branch test-attribute = ai (step 

11).  

In this case, a leaf is created with the majority class in 

samples (step 12). 

 

II. Implementation and Analysis 

 

  EDTA 

Baye

sNet C45 CART 

PERCENTAGE OF 

CORRECTLY 

CLASSIFIED 

INSTANCES 88.08 82.24 80.28 56.77 

PERCENTAGE 

OFINCORRECT 

CLASSIFIED 

INSTANCES 11.91 17.75 19.71 43.22 

ERROR RATE 62.38 75.02 80.12 99.99 
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a. 

 

 
b. 

 

 
c. 

 

 
d. 

Fig.1: a,b,c,d 

III. Conclusion 

In this Research, I wanted to highlight the approaches for 

creating a decision tree. They are mainly available into 

academic tools from the machine learning community. I 

note that they are an alternative quite credible to decision 

trees and predictive association rules, both in terms of 

accuracy than in terms of error rate. After analysis Order 

C45, CART and Improved algorithm is more suitable to 

find accurate with minimum error rate.  so enhanced 

algorithm  is a best algorithm for mining a data on mobile 

services data set. 
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