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Abstract— A typical software development process has several stages; each with its own significance and dependency on the 

other. Each stage is often complex and generates a wide variety of data. Using data mining techniques, we can uncover hidden 

patterns from this data, measure the impact of each stage on the other and gather useful information to improve the software 

development process. The insights gained from the extracted knowledge patterns can help software engineers to predict, plan 

and comprehend the various intricacies of the project, allowing them to optimize future software development activities. As 

every stage in the development process entails a certain outcome or goal, it becomes crucial to select the best data mining 

techniques to achieve these goals efficiently. In this paper, we survey the available data mining techniques and propose the most 

appropriate techniques for each stage of the development process. We also discuss how data mining improves the software 

development process in terms of time, cost, resources, reliability and maintainability.  

Keywords— Data Mining, Software Engineering, KDD methods, Software Development, Frequent Pattern Mining, Text 
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I.  INTRODUCTION 

In Computer Science, software engineering deals with 
the design and creation of programs for computers and other 
electronic devices. [1] In a typical software development 
methodology, the work is split into distinct stages with 
specific activities in each, with the intention of improving 
planning and management. [2] 

The most commonly used methodologies include 
waterfall, prototyping, iterative and incremental 
development, spiral development, rapid application 
development, extreme programming and various types of 
agile methodology. While a life-cycle "model" is a more 
general term for a category of methodologies, a software 
development "process" is often synonymous to a specific 
process chosen by a specific organization. A variety of such 
frameworks have evolved over the years, each with its own 
recognized strengths and weaknesses [3]. One software 
development methodology framework is not necessarily 
suitable for use by all projects. Each of the available 
methodology frameworks are best suited to specific kinds of 
projects, based on various technical, organizational, project 
and team considerations. [2] 

Such contrasting development paradigms and the 
intricate dependencies that they create increase the 
complexity of software systems. This slows down 
development and maintenance activities, causes faults and 
defects and eventually leads to an increase in cost of the 
software. Organizations often fail to understand how their 
process impacts the quality of the software that they 
produce. This is mainly due to the difficulty innate in 
discovery and measurement. Although software metrics have 
long been the de-facto standard for the assessment of 

software quality and development processes, their 
drawbacks are numerous. The over-reliance on metrics that 
can be easily obtained and understood, usage of metrics that 
seem interesting but remain irrelevant and uninformative and 
the difficulty in obtaining truly valuable metrics are but to 
name a few [4]. 

Data mining is defined as the process of discovering 
previously unknown and potentially useful information from 
data collections. Thus utilizing data mining in software 
engineering with the aim of software improvement has 
piqued the interest of researchers worldwide. There are 
several challenges that emerge in mining software 
repositories [5]. The major ones being, dealing with the 
inherent complexity and sheer volume of the software 
engineering data. 

In this survey, we present an overview of data mining 

techniques and how they can be applied in the context of 

software engineering. More specifically, we categorize these 

techniques with respect to the software development stages 

that they assist in the most. 

 

II. RELATED WORK 

The advent of cutting edge technology has made it 

possible to develop software that are highly complex and 

versatile, especially with respect to the type of data that they 

deal with. With such increase in complexity, it is inevitable 

that such software end up dealing with a large number of 

problems.  

Thayer et al. [6], in their earlier work laid down the 

major problems encountered in software engineering project 
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management. They highlighted problems related to 

planning, organizing, staffing and controlling as the major 

challenges in this area.  

Ramamoorthy et al. [7] suggested that software 

developers would find it increasingly hard to deal with the 

increase in complexity of software which would result in 

poor quality software and higher maintenance costs. While 

Thayer stated problems that were related to software project 

management, Ramamoorthy introduced problems that were 

tied to the limitations of human beings.  

Clarke [8], stated that the maintainability of software 

becomes difficult with the increase in its complexity. This 

might eventually result in problems regarding software 

integrity and bug detection.  A bug is a flaw in a computer 

program that can ultimately cause glitches, program failure 

or software destruction.  

Mohammed and Govardhan [3] compared the pros and 

cons of five commonly used development models. This 

provided the base of our study in which we shortlisted the 

common stages in these five models. 

The earliest work on the use of data mining in software 

engineering is the state-of-the-art report by Data and 

Analysis Center for Software (DACS), published in 1999 

[12]. It describes the various data mining techniques 

thoroughly and provides an extensive list of data mining 

products. 

A highly detailed online bibliography on mining software 

engineering data has been maintained by Xie [13]. He has 

presented numerous tutorials at several international 

conferences on the same subject. 

In 2004, The Mining Software Repositories (MSR) 

Workshop was established, with the goal of increasing the 

understanding of software development practices through 

data mining. Papers published in MSR focus on topics such 

as assessment of mining quality, models and meta-models, 

exchange formats, replicability and reusability, data 

integration and visualization techniques. 

Kagdi et al. [14] have recently published a detailed 

taxonomy of software evolution data mining methodologies 

and identifies a number of related research issues that 

require further investigation. 

Taylor et al. [4] have produced a comprehensive survey 

covering the most recent applications of data mining to 

software engineering. They also discuss the issues one 

might encounter in mining software data and the necessary 

conditions for success. Lovedeep et al. [24] have also 

described various ways in which data mining can be used to 

improve the software engineering process. 

Halkidi et al. [20] have written one of the most thorough 

papers on the subject. Their work features an in depth look 

at the data mining techniques and how they can be 

effectively applied in software engineering. 

 

Aouf et al. [10] described how clustering techniques could 

be used to discover hidden patterns in data to gather 

valuable information. Chang and Chu [15] showed how 

Association rule mining could be used to detect software 

defects. Gegick et al. [25] demonstrated the importance and 

usage of text mining in bug identification whereas Runeson 

et al. [26] showcased the capabilities of NLP in tackling 

duplicate defect reports. 

Islam and Brankovic [9] proposed techniques to ensure 

privacy in data mining. This was mainly done by filling 

parts of the dataset with noisy data. On the other hand, Ma 

and Chan [11] in their work suggested iterative mining for 

mining overlapping patterns in noisy data. While, Islam and 

Brankovic [9] were concerned with preserving privacy with 

the help of noisy data, Ma and Chan [11] dealt with the 

elimination of noisy data to achieve the objective of 

extracting valuable information. 

 

III. DATA MINING TECHNIQUES 

A. Frequent Pattern Mining and Association Rules 

Association rules are used to reveal interesting relations 

between variables in large datasets. These relations are 

presented in the following form: A→B, where A and B are 

variables in the given dataset. Thus they can be used to 

discover patterns that cause defects of a severe nature [15]. 

The discovery of such patterns can aid several decision 

making processes such as cross marketing, catalog design 

and loose-leader analysis [16]. Algorithms such as a-priory, 

FP-growth and OPUS search are widely used in the 

software engineering context for this purpose. 

B. Classification: (Supervised Learning) 

One of the most widely used data mining techniques, 

classification find applications in statistics, pattern 

recognition and machine learning [17, 18]. Classification is 

the process of constructing a model using which future data 

items can be grouped into a set of pre-defined classes [19]. 

On the contrary, the clustering process does not rely on 

predefined classes or examples [13]. Classification 

algorithms such as decision trees, Bayesian classifiers and 

K-Nearest Neighbor can be used to carry out the said task 

effectively. In case of numerical data, regression models 

such as linear regression, non-linear regression and logistic 

regression can be used. 
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C. Clustering: (Unsupervised Learning) 

As opposed to classification, clustering does not rely on 

predefined classes. Hence it is referred to as an 

unsupervised learning process [21]. It partitions a given data 

set into groups or clusters such that the intra cluster 

similarity is maximized and inter cluster similarity is 

minimized [22, 23] . Entities to be clustered need to be 

identified and attributed need to be selected before applying 

the clustering algorithm. Clustering algorithms such as 

graph theoretical algorithms, construction algorithms, 

optimization algorithms and hierarchical algorithms can be 

used for software engineering data. Clustering high 

dimensional data is relatively difficult. To deal with this 

scenario, highly specialized algorithms like CLIQUE can be 

used [24]. 

D. Text Mining 

Text mining refers to the process of deriving information 

from textual data. Around 80% of all software engineering 

data is in text format [25]. Thus text mining can be 

effectively used to trace requirements, identify and predict 

software failures and code duplication. It can be combined 

with natural language processing to prevent the duplication 

of bug reports [26].  Text mining usually involves the 

transformation of raw textual data into a structured 

representation. It is imperative that the raw data undergo a 

preprocessing stage before the application of text mining 

techniques. 

 

IV. SOFTWARE ENGINEERING DATA SOURCES 

AVAILABLE FOR MINING 

This section describes the various software engineering data 

that can be utilized for data mining and analysis. The type 

of data generated by software engineering determines the 

choice of data mining techniques that can be applied on it to 

infer valuable knowledge. The following are the most 

common sources of software engineering data: 

A. Documentation 

Although software documentation data is of high 

importance, its complexity is relatively high as well. This 

includes application, system administration and source code 

documentation which mainly consists of free text in natural 

language. Among these text data, software description, start 

up and usage configuration, user guide, file management 

issues, logging, license and compatibility issues can be 

considered of great value for use in data mining [20]  . An 

analytical reference of all possible types of software 

documentation data can be found in [27]. Software 

documentation might also contain multimedia data in the 

form of figures and audio/video instructions. Multimedia 

mining techniques can be used to mine such data efficiently. 

B. Software Configuration Management Data 

Data generated by software configuration management 

systems (SCMs) include software code, documents, design 

models, status accounting, defect tracking as well as 

revision control data [20]. The evolution of SCMs is 

discussed in [28] .Revision control software is utilized by 

software development organizations to manage the ongoing 

development of digital assets that may be worked on by a 

team of people. Such systems maintain a historical record of 

each revision and allow users to access and revert to 

previous versions. Thus we can analyze the historical data 

generated during software development. This includes 

details such as number of common software metrics, 

number of lines that have been written and authors who 

have written particular lines [29]. 

C. Source Code 

Source code can be utilized by data mining applications to 

aid software maintenance, program comprehension and 

software components’ analysis. The source code should 

initially be parsed. Once parsed, it becomes structured text. 

Central aspects of applying data mining techniques in 

source code among others include prediction of future 

changes through mining change history, predicting change 

propagation, faults from cached history, as well as 

predicting defect densities in source code files [20]. 

D. Issue tracking and bug databases 

An issue-tracking database, usually consists of three types 

of information: 

1. Structured data (database tuples) containing the 

description of an issue 

2. The reporter’s details 

3. Date/time 

Most software development organizations use a system for 

tracking software defects. Bug tracking software links bugs 

with meta-information (status, assignee, comments, dates 

and milestones, etc.) that can be mined to discover patterns 

in software development processes, including the time-to-

fix, defect-prone components, problematic authors, etc. 

Some bug trackers are able to correlate defects with source 

code in a revision system [29]. Techniques that involve 

machine learning have been used to predict correct 

assignments of developers to bugs, cleaning the database 

from manifestations of the same error, or even predicting 

software modules that are affected at the same time from 

reported bugs [20]. 

E. Mailing Lists 

Mailing lists are often offered by large software systems as 

a means of connecting users and developers in a 

collaborative environment. Mailing lists primarily contain a 

lot of free text. It is relatively easy to pull out message and 

author graphs from the data, but content analysis may be 

significantly harder since messages involving replies would 

require one to consider initial and/or previous discussions in 
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the mailing lists [20].The major data mining applications in 

mailing lists are text analysis, text clustering of subjects 

discussed, and linguistic analysis of messages to highlight 

the developer’s personalities and profiles. Text mining 

techniques can be applied to archives of such 

communication to gain insight into development processes, 

bugs and design decisions. 

 

V. STAGES OF SOFTWARE DEVELOPMENT 

In this paper, we have evaluated the following development 

models, [3] short listed the stages that are common in them 

and demonstrated how data mining techniques can be 

applied to these. 

 

Serial 

Number 
Software Development Model 

1 Waterfall Model 

2 Iterative Model 

3 V-Shaped Model 

4 Spiral Model 

5 Extreme Model 

Table 1: The Software Development Models that have been 

considered for this paper 

 

The following are the most common stages encountered in 

the development methodologies mentioned above in Table 

1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Common stages in Software Development 

 

VI. ROLE OF DATA MINING IN IMPROVING THE 

DEVELOPMENT PROCESS 

We have mentioned below the ways in which data mining 

helps each stage of software development in terms of time, 

cost and resources. 

In the Requirements Elicitation phase, the requirement 

document provides a full description of all the software and 

hardware requirements for the projects. Since this document 

is highly detailed and descriptive in nature, it increases the 

time required to summarize the requirements in such a way 

that they are available at the appropriate time. Time 

management in resource availability is critical for the 

functioning of all the subsequent phases. Data mining 

techniques such as classification could be used on such 

data, which will classify and prioritize the requirements in 

such a way that all the resources which are required at each 

stage shall be present on time. Text mining can be used to 

summarize the huge amount of given data. This will 

decrease the amount man hours put into summarizing and 

prioritizing the requirements, thereby saving time, cost and 

human resources.  

In the design phase, while designing the layout of the 

architecture and planning out the database structure it 

becomes critical to know which data would be required 

where and when. Data mining techniques such as Clustering 

can gather similar data from time to time so that extraction 

of data will become easier. Data gathering becomes a 

tedious job especially when it has to be pre-processed over 

and over again. By using Clustering on data elements,    the 

data can be differentiated based on its similarity or 

dissimilarity. Labelling data from any incoming site would 

also be much easier using clustering.  

During implementation, independent parts of codes or 

modules are implemented first, after which they are 

integrated with each other. This integration phase can prove 

to be more challenging than actually coding these modules. 

The functionalities of each module has to be understood so 

that they can be integrated efficiently. Data mining 

techniques such as classification and text mining will allow 

the developer to understand the possible bugs that might 

occur during integration. Here the input would be the source 

code of these independent modules and the output would be 

whether or not there would be bugs after integration. 

Frequent pattern mining will also help in correcting those 

defects that are discovered while performing classification. 

Clustering can help group together the software processes 

that are similar. The reliability of a software system is 

inversely proportional to the number of failures and bugs 

encountered in the software. Using the data mining 

techniques mentioned above, these bugs and failures can be 

detected easily and rectified. This saves valuable time, 

money and the additional resources that might have been 

required for their detection and resolution along with 

increasing the reliability and maintainability of the 

software. 

While testing the software, unit testing will usually be 

performed at the implementation level. However, the other 

testing techniques will most likely be performed by a tester 

who isn’t from the development team. The job of finding 

bugs in a code is time consuming and the possible test cases 
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are infinite. Classification techniques can be used for I/O 

variables of the system which will produce a network with 

sets for functional testing. This reduces the time for testing 

phase and the product can be released as early as possible. 

As a result, it also prevents the development time from 

extending which in turns saves cost and resources. The 

tester has to also look out for behavioral/state changes in the 

execution of the program. Clustering and classification 

techniques can be used to look out for such changes in the 

system behavior for a particular set of data of testing. 

 

Table 2: Overview of data mining techniques used in 

different stages of software development 

 

Given above, in Table 2 is a summary of all the information 

mentioned in this section. 

 

Parameter 

Software 

Engineering with 

Data Mining 

Software 

Engineering without  

Data Mining 

Time 

Using data mining 

techniques on the 

software development 

process will most 

certainly increase the 

development time. 

This is time well 

utilized as it helps 

eliminate time spent 

on handling bugs and 

failures. Important 

patterns from the data 

can be obtained easily, 

thereby saving large 

amount of time. 

Although the 

development process 

will be significantly 

faster in the absence 

of the overhead 

resulting from data 

mining, the delay 

caused due to bugs 

and failures and the 

time spent on 

discovering patterns 

manually will 

overshadow the 

significant gains made 

in time. 

Cost 

 

Since data mining 

does not involve any 

physical components, 

the cost incurred by it 

is negligible. At the 

same time, it helps in 

saving money by 

automating jobs such 

as bug detection and 

discovering useful 

patterns from the data. 

 

Without data mining, 

chances are that the 

developmental costs 

will increase with the 

extra resources needed 

for debugging and 

manual data analysis. 

Resources 

 

Using data mining 

techniques will not 

require any extra 

resources since it will 

run independently on 

any workstation and 

can be reused as and 

when required. It also 

cuts down on the 

human and software 

resources required for 

debugging and testing. 

 

Just like with cost, the 

resources needed, 

especially human 

resources required to 

compensate for the 

lack of automated 

debugging and testing 

features will increase 

significantly. 

Reliability 

The reliability of the 

data mining technique 

depends on the quality 

of data that is 

available. As data 

mining helps in 

dramatically reducing 

potential failures that 

a system might 

encounter, the 

reliability of the 

developmental process 

increases in direct 

proportion to the 

reliability of the data 

mining technique.   

With the absence of 

data mining, the 

chances of the system 

failing due to bugs and 

faults increases 

tremendously. This 

results in a decrease in 

the reliability of the 

system 

Maintainability 

 

Data mining 

techniques help to 

improve the 

productivity of the 

development process 

by discovering useful 

patterns, maintains 

Without data mining, 

the risk of failure 

increases. Discovering 

the cause of the failure 

can be a time 

consuming and 

tedious process 

involving human 

Software 

Development 

Stage 

Data Mining 

Techniques 
Input Data 

Data Analysis 

Result 

Requirement 

Elicitation 

Classification Documentation 
Classification of 

requirements 

Text mining Mailing lists 
Data 

Summarization 

 

Design Clustering 
Design 

document 

Data gathering, 

labelling 

 

Implementation 

Clustering Source code 
Software 

processes 

Classification SCM Bug tracking 

Text  Mining Source code Bug tracking 

Frequent 

Pattern 

Mining & 

Association 

rules 

Defect 
Defect 

correction 

Program 

dependence 

graph 

Neglected 

conditions 

 

 

 

Testing 

Classification 

I/O variables of 

software system 

A network 

producing sets 

for function 

testing 

Program 

executions 

Software 

behavior 

classifiers 

Clustering 
Execution 

Profiles 

Clusters of 

execution 

profiles 
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consistency of the 

system after every 

stage of the software 

development process 

and helps in fault 

detection and 

prevention. Thus the 

maintainability of the 

system improves as a 

result. 

 

resources. Thus the 

speed with which a 

system can recover 

from a failure 

decreases, thereby 

causing a decrease in 

the maintainability 

 

Table 3: Comparison of the software development process 

with and without the use of data mining 

As we have mentioned in our study, the selection of a data 

mining depends upon the type of data that has to be mined. 

There is no one technique that can be applied to all data. 

Every stage generates or works with a unique type of data. 

Frequent Pattern Mining is best suited for solving sequence 

data problems. Classification is ideal for large and complex 

data that can be modelled into graphs. Due to the increased 

complexity of such data, it is extremely difficult for the 

human eye to uncover patterns in it and classify it. 

Classification techniques can effectively automate the 

discovery of patterns and sub-graphs, thereby making it 

easy to deal with this type of data. Nothing beats text 

mining and natural language processing in uncovering 

useful patterns from pure text data. With the majority of 

software engineering data being in this form, it can be 

deemed as the most important and widely used technique in 

the mining of software engineering data from a quantitative 

perspective. Clustering is best used to group similar type of 

data from data that can be quite abstract and vague. 

Combining clustering with other techniques yields 

extremely efficient methods of mining software data. 

CONCLUSION 

In this survey, we have established the need and importance 

of using data mining techniques to aid software engineering, 

especially to tackle problems such as the occurrence of 

bugs, rise in the cost of software maintenance; unclear 

requirements, etc. that can affect software productivity and 

quality. Our study has outlined the major research works 

that have taken place in this field. We have also listed the 

sources of software engineering data that can be mined, 

most common stages in the development process as well as 

the data mining techniques that can be applied in these 

stages. However, the major contribution of our work lies in 

the specification of the data mining technique most suited 

for a particular stage in the development process. We have 

observed the advantages of using such powerful data 

mining techniques, especially in terms of time, cost, 

resources, reliability and maintainability. Finally, we have 

listed these observations in a tabular form, comparing the 

performance of software engineering with and without the 

involvement of data mining. 
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