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Abstract— This paper proposes a novel technique, based on distributional approaches with distance measure, i.e. Chernoff 

distance measure. Since the proposed system is automatic retrieval, it is difficult to understand the nature of the query and 

target images and which distribution they follow. The Chernoff distance measure overcome this problem, because it adapts 

itself accordingly the nature of the images, viz. the Chernoff distance could be adapted though the query and target images do 

no distributed to Gaussian or mixed or even if they are distribution free. This is the main advantage of the proposed technique. 

In order to examine the proposed technique, an image database is constructed, which contains variety of images such as 

texture, structure, blurred, noise, artifacts images and their features. 
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I.  INTRODUCTION  

NOW-a-days, across the world, since almost all the countries 

show interest on digitizing the functions of their private, 

public sector and governmental organizations, it is 

necessitated to increase the repository capacity of the devices 

as well as increasing the speed of the accessing and retrieving 

the data through internet becomes inevitable. Due to the 

importance and awareness of the Internet and World Wide 

Web, the number of Internet users are monotonically and 

exponentially increasing. Though a number of techniques 

have been developed with the consideration of the internet 

users and the difficulties in accessing and retrieving the data 

available in Internet and WWW, they are not completely 

satisfying the users’ requirements. In particular, images 

occupy more space and demand more time to retrieve from 

the volume of image databases.  

At the outset, text annotation based image retrieval system 

has been developed, which is time consuming [1], and not 

effective and efficient. Since, it retrieves the images based on 

the text annotated manually by the user. Then, the content-

based image retrieval (CBIR) system has been developed, 

and a number of researchers turned their attention on CBIR. 

Most of the techniques developed based on the contents in the 

images, namely low-level global visual features such as color 

properties, shape, texture, and spatial orientation etc., which 

are used as query for the retrieval process [2]-[5]. Jing et al. 

[6] suggested that a single signature computed for the entire 

image cannot sufficiently represent the important features of 

individual objects, and there is a gap between the visual 

features and semantic concepts of images. To overcome this 

problem, region-based system is developed  

 

[7]-[11], which represents the focus of the user’s 

perceptions of the image contents. The method proposed in 

[12]-[17] classifies / segments the entire image into various 

regions according to the objects / structures present in the 

image, and then the region-to-region comparison is made to 

measure the similarity between two images [4],[13],[14].  

Though, a number of works developed based on the statistical 

distributional approaches and parametric tests of hypothesis, 

most of them are not effective and efficient, since there is no 

guarantee that all images are distributed independent and 

identical to Gaussian. The statistical parametric tests can be 

applied on the image if it is distributed to Gaussian. 

Otherwise, it does not lead to good results. The 

Bhattacharyya distance measure may be appropriate for 

feature extraction. Many authors have used the Bhattacharyya 

[18]-[21] and Kullback-Liebler distance measures in control 

theory and signal processing for feature extraction and 

comparing the distance between two distributions. The work 

proposed in [19], [20] extract the features and they are used 

for pattern recognition problems. Sfikas et al. [21] suggested 

that though the Kullback-Liebler distance provides good 

results, it demands more computational complexities compare 

to that of Bhattacharyya distance measure. They, also, 

suggested that nevertheless the Bhattacharyya distance 

measure is fast, it does not yield good results in terms of class 

separation.  

  As suggested in [21], the BD measure is superior to 
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the KL distance measure, there are some problems in using 

the BD measures, i.e. the BD measure can be used to extract 

features and compare two distributions only if they strictly 

follow the Guassian properties; otherwise, it cannot be used. 

To overcome this problem, the Chernof distance measure can 

be used. Because, it relaxes from strictly follow the Gaussian 

properties. Also, the BD is a special case of the Chernoff 

distance measure. Hence, in this paper it is believed that the 

CD measure will lead to better results than that of the KL, 

BD and Mahalanobis distance measures. The obtained results 

are presented in section 5, and the results prove that the CD 

measure outperforms the KL, BD and Mahalanobis distance 

measures. This motivated us to perform the proposed 

research work. 

II. PROPOSED IMAGE RETRIEVAL 

The images are assumed to be a Gaussian random field 

[22] . But in the case of real-life images, the distribution is 

usually not known, and it could follow a certain distribution 

function, not necessarily normal, or even a mixture of 

distribution functions. At that situation, the Bhattacharyya, 

Kullback-Liebler and Mahalanobis distances measures could 

not be used, since these measures adhere strictly the Gaussian 

properties. But in the case of real-life images, the Chernoff 

distance measure could be adopted, because it can be used 

even though the normality is not in place [23]. Let f be a 

random process function that represents the intensity value 

with additive noise of a pixel at location )l  k,(  in a color 

image. The pixel 3    )(f l k,  is a linear combination of three 

colors, such as red, green, and blue, i.e.

 T
)b(,)g(,)r()(

 
l  k, l  k, l  k,l  k,f  , where T represents the 

transformation of the vector. The mean intensity value of 

each color is represented in vector form by 
gr   , and 

b

respectively, and the variance-covariance matrix is denoted 

by . 

A. Figures and Tables Proposed Chernoff Distance 

Measure for Similarity of Images 

Let ),( lkf (q)

(c)
 and ),( lkf (t)

(c)
be intensity values of the c-th 

color (c = 1, 2, 3: red, green, blue) of a pixel at location (k, l) 

of the query and target images )l,k(Fq and )l,k(G t that are 

independent and identical to randomly distributed to Gaussian 

with mean vector m and variance-covariance Σ , i.e. 

),m(N~)l,k(F qq

q  and ),m(N~)l,k(F tt

t   with probabilities 

qp and 
tp . The Chernoff distance between the two 

distributions such as query image and target image, )l,k(Fq  

and )l,k(Ft , is defined as in (4). 
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   tq PandP are the prior probabilities of the query and 

target images;    tq and  are the variance-covariance 

matrices of the query and target images. 

The expression in (4) represents the distance in between 

the two distributions, ),( lkF q and ),( lkF t , of query and 

target images; 
qM and 

tM are the mean vectors, and 
q  and 

t  are covariance matrices, of the distributions, ),( lkF q and

),( lkF t , of the query and target images; i

qP and i

tP represent 

the probability values of the pixels in the query and target 

images respectively, where 
)(,,2,1  Ni  . 

The main advantage of the proposed technique is, (i) it 

adopts itself for any type of images, i.e. the images follow 

either Gaussian or mixed or non-Gaussian distributions; (ii) 

in the case of Bhattacharyya distance, the optimum value is 

fixed as 1/2, thus, it is not appropriate for any type of image, 

and it does not lead to better result; (iv) in the case of 

Chernoff, the values
qP and 

tP are computed adoptively itself 

according to the nature of the images. 

III.EXPERIMENTAL SETTINGS AND IMAGE DATABASE 

DESIGN 

 In order to construct image database, 627 color images of 

size 512×512 pixels have been collected from various sources 

that is, 202 texture images from Brodatz Album, 251 images 

from Corel image database, and 274 images from  VisTex 

image databases. The remaining 72 images with size 

128×128 are photographed with digital camera; 58 images 

with size 128×128 have been downloaded from internet [36]. 

The textured images collected from Brodatz, Coral and 

VisTex image databases are divided into 16 non-overlapping 

sub-images of size 128×128. To examine that the proposed 

system is invariant for rotation and scaling, the images are 

rotated through 90
0
, 180

0
 and 270

0
, and scaled.  Thus, totally 

there are ((16 × (202+251+274)) + 72 + 58) × 3 (rotated by 

90
0
, 180 and 270

0
) +11762 (scaled) = 47048 images. Based 

on this image collection, an image database and their feature 

vector database are constructed as discussed in the previous 

section. For sample, some of them have been presented in this 

paper. In addition to that a number of different types of and 

noise polluted images, and medical images such as 
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mammogram images, cancer images also have been 

considered to prove that the proposed system works well for 

real-life images. 

IV.MEASURE OF PERFORMANCE 

In order to measure the performance of the proposed 

method, the precision and recall measures [22] are used, 

which are given in equations (7) and (8). 
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Figure 11. column 1: query image with size 512  512; column 2: actual images with size 512  512 retrieved from image database; 
column 3: images in column 1 are rotated by 90o clock-wise; column 4: images in column 1 are rotated by 180o clock-wise; column 5: images 

in column 1 are rotated by 270o clock-wise; column 5-8: retrieved similar images; column 9: scaled images. 

 

 

 

      

 

 
 

 
 

  

                                                           
1
All the images in Figure 1 are of size with 512×512. Due to space constraint, the images in columns 1 to 6 are minimized here. The images in columns 7 to 10 are part of the actual images with size 

512×512. 
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Figure 2. Structure images – column 1: query image with size 128  144; column 2: scaled images; column 3: actual images with size 128 

 144 retrieved from image database; column 4: images in column 3 are rotated by 90o clock-wise or counter clock-wise; column 5: images in 
column 3 are rotated by 180o either in clock-wise or counter clock-wise; column 6: images in column 3 are rotated by 270o either in clock-wise 

s noise added, third and fourth images are with artifacts.

V.EXPERIMENTS AND RESULTS 

In order to implement the theoretical concepts discussed in 

section 2, the images in the image database, constructed as 

discussed in the preceding section, are included in the 

experiment. The objects in the given input query image is 

segmented into various objects, and the segmented color 

image is segregated into individual color such as red, green 

and blue. The proposed technique is employed, which 

computes the number of objects in the query image as 

discussed in [22], and compares them with the objects in the 

target image in the image database. Number of objects in the 

query and target images are represented with 
q and t

respectively. If it satisfies the condition expressed in 

equation (9), then the system proceed for retrieval process. 
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Where, t is the criteria for matching the objects in the 

images, but in this system it is fixed to 20%; either the query 

image or the target image, which has lesser number of 

objects than the other is put in the place of numerator, 

whereas the other put in the place of denominator. The mean 

vector m and the variance-covariance matrix Σ of the query 

image are computed as discussed in section 2. The 

probability values  qP of each region in the query and target 

images are computed based on the expression given in 

equation (5). Now, the probability values of the pixels in the 

target image are decoded. The probability values, mean 

vector and variance-covariance matrix of the target image are 

considered from the feature database of the image database. 

The Chernoff distance measure expressed in equation (4) is 

employed to compute the distance between the query and 

target images. 

In order to examine the proposed distance measure, a 

number of images such as stochastic and periodic patterned 

textured query images considered and included in the 

experiment. For example, due to space constraint, some of 

them have been presented in this paper. The experiment is 

conducted at various levels of significance for the input 

query images given in column 1 of Figure 1. For which, the 

system retrieves the images in column 1 of Figure 1(b) at 

0.01% level of significance; (confidence level is 99%); For 

3% level of significance, the system retrieves the images in 

column 2; at 8% level of significance, the system retrieves 

the images in column 3, 4; at 12% level of significance, the 

images presented in columns 5, 6, 7 and 8 are retrieved; the 

level of significance is fixed at 12%, the images in the last 

column are retrieved. If a user wants to retrieve a number of 

images, he may fix the level of significance at his desire 

according to the requirements of the images. 

Furthermore to prove the efficiency of the proposed 

technique, a number of structured images are considered for 

the experiment. For example, a few of them have been 

presented in Figure 2. The image given in column 1 of the 

Figure 2 is given as input query to the system, for which the 

system retrieves the images in first column at the level of 

significance 0.01%; actually the system retrieves the images 

in columns 2 and 3 at the level of significance 0.03% or 

lesser, whereas it retrieves the images in column 4, 5 and 6 

are at 0.05%, and at the level of significance at 0.12% or 

lesser, the system retrieves the images in columns 7 and 8. 

VI.CONCLUSION 

In order to experiment the proposed distance measure, 

variety of images have been included in the experiment. The 

retrieval results are comparable with the Bhattacharya 

distance. Since the terms  qP and  tP are fixed at ½ in 

Bhattacharya distance metric, which may lead to wrong 

retrieval results. By nature, the structure and content of the 

images may vary, so that the values of the terms  qP and  tP

also may vary. But, in the case of Chernoff distance the 

terms are computed as prior probability, so they are 

computed according to the nature of the images. Thus, the 

Chernoff distance leads to better results than the 

Bhattacharyya distance. Moreover, in the case of 

Bhattacharya, there is a constraint that the images should be 

distributed to Gaussian, whereas in the case of Chernoff 

distance there is no such constraints, viz. the images may be 

distributed to Gaussian or mixed or distribution free. Hence, 

the Chernoff distance is more appropriate for image retrieval 

than that of the Bhattacharyya distance, since the image 

retrieval system is automatic so that it is difficult one to 

identify that the images follow which distribution.  
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