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Abstract— Medicinal leaves carry a huge value and importance in the medical field which can be directly used or medicines 

are made for medicinal purposes to cure patients. With the variety of leaves present, the proper identification of the leaves is 

very difficult without prior knowledge and experience. Computer Vision can bring the accurate identification of such leaves 

using the various feature extraction techniques using leaf images. The aim is to build a methodology using various feature 

extraction techniques to extract features, clustering algorithm to cluster the features and decision trees as a classifier. Feature 

extraction techniques like SIFT key descriptors which are robust and provide matching in spite of the change in intensity, size 

or rotation of the object in the images. Effective corner points are chosen from the image from which magnitude and 

orientation of surrounding are used to build descriptor that is the vector of feature for each corner points. For clustering the 

data, various partitional, hierarchical, density based methods are used to cluster the data which cluster the data with respect to 

inter-connectivity, similarity, closeness, etc. The clusters data is used to build the decision tree like C4.5 and CART which uses 

entropy and Gini index as the splitting criteria. All these methodologies put together to form an effective method to efficiently 

recognize the unknown leaf image using trained model. 
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I.  INTRODUCTION  

Various types of plants and trees having different types of 

leaves with a different shape, sizes, patterns, textures, etc. 

plays an various different role in human life. The various 

plants, trees or leaves can be identified effectively using their 

respective leaf. Due to a millions variety of leaves and plants 

available in the universe, it is not possible for everyone to 

know each and every one. Since a lot of them are very useful 

and many are useless, it is very useful to correctly identify the 

plants using their leaves. Hence this paper provides a 

mechanism for correctly training and identifying commonly 

used leaves. 

Object Detection is the integral part of computer vision 

where various objects in the images or videos are identified 

using the specific features extracted from images. There are 

different methods and algorithms to accomplish object 

detection. Initially, the geometrical feature of object or colour 

measures and features were used to detect the object in an 

image which can be highly affected by the change in size, 

illuminance, rotation, etc. But the development of feature 

extraction techniques like SIFT has brought big changes in 

the area of object detection where objects can be detected in 

images irrespective of change in illuminance, noise, scaling, 

and rotation. 

Clustering Algorithms like CURE and ROCK are based 

on the static modelling of clusters which only evaluates inter-

connectivity, closeness or similarity between the clusters. The 

number of clusters in these algorithms is predefined which 

might not be suitable for a diversity of clusters. Chameleon 

clustering is an algorithm that uses dynamic modelling in 

hierarchical clustering. It does not depend on user-supplied 

information but it automatically adapts to the internal 

characteristics of the clusters being merged. With the 

emergence of new feature extraction techniques, new 

clustering methods also are considered. 

Various classification techniques have been developed in 

the field of machine learning. One of the most popular ones is 

the decision trees which give the set of rules like structure 

using attributes to classify the input with respect to training 

dataset. 

II. LITERATURE REVIEW 

a. SIFT Corner Detector 

In this section, a survey of a feature detector based on corner 

detectors used for this paper is discussed. SIFT(Scale 

Invariant Feature Transform) is a corner feature extraction 

technique proposed by D. G. Lowe in 2004 which is robust to 
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the factors like rotation, scaling, noise, illuminance, etc. SIFT 

[2] algorithm is composed of four stages of computation: 

 

b. Scale-space extrema detection  

The first stage of computation searches over all scales and 

image locations. It is implemented efficiently by forming a 

Gaussian pyramid and finding local peaks in Difference-of-

Gaussian (DOG) images that are invariant to scale and 

orientation.  

 

c. Accurate key point localization 

In the second stage, candidate key points are selected based 

on stability measures and eliminated if found to be unstable. 

This allows point to be rejected when having low contrast 

(and therefore be sensitive to noise) or poorly localized along 

an edge. 

 

d. Orientation assignment 

In the third stage, the dominant orientation for each key point 

based on its local image patch is identified. To determine the 

key point orientation, a gradient orientation histogram is from 

the gradient orientations of sample points within a region 

around the key point. The orientation is weighted by the 

gradient magnitude and a Gaussian weighted window with a σ 

that is 1.5 times the scale of the key point. Peaks in the 

histogram correspond to dominant orientations.  

 

Multiple key points are formed for the direction 

corresponding to the histogram maximum and any other 

direction within 80% range of the maximum value. Only 15% 

key points are assigned for multiple orientations while are 

stable and invariant to rotation. 

 

e. Key point descriptor 

The local image gradient magnitudes are measured around 

sampled scale in the region around each key point. The 

feature descriptor is computed as a set of orientation 

histograms on 16 × 16 pixel neighbourhoods around the key 

point. Each histogram contains 8 bins, and each descriptor 

contains a 4 × 4 array of histograms around the key point. 

Therefore, the feature vector for each key point is 4 × 4 × 8 = 

128 dimension. 

 

f. Chameleon Clustering Method 

Chameleon is a clustering algorithm which uses a graph 

partitioning techniques along with the dynamic modeling in 

hierarchical clustering to obtain dynamic clusters. 

CHAMELEON uses a graph partitioning algorithm to cluster 

the sparse graph data objects into a large number of relatively 

small sub clusters. It then uses an agglomerative hierarchical 

clustering algorithm to find the merged clusters by repeatedly 

combining these clusters using the internal connectivity and 

closeness measures. 

 
 
Figure. 1 Overall framework of CHAMELEON Algorithm [3] 

 

Many of the existing clustering algorithms ignore the 

interconnectivity of clusters, Chameleon emphasis on 

interconnectivity and closeness during merging the clusters. 

As described in paper [3] [5] algorithm is divided into two 

parts: i) Finding Initial Sub-clusters ii) Merging Sub-Clusters 

using a Dynamic Framework 

 

In the first phase, Initially K- nearest neighbour graph is 

formed from the data in which each vertex corresponds to a 

particular row and the properties of data is denoted by 

attribute values of the data. Here, the Euclidian distance 

metric is used to find the neighbourhood for each vertex 

which corresponds to the individual row of the dataset. In this 

work, the value of K is fixed to the square root value of a total 

number of data in the dataset. The nearest k value for an 

individual vertex is used to form edges between vertices with 

least distance. 

 

CHAMELEON uses a multilevel graph partitioning 

algorithm[4] [6] to find the initial sub-clusters to partition the 

k nearest neighbor graph of the dataset into a large number of 

partitions or clusters such that the edge-cut is minimized. 

 

Here, given Multi-level graph partitioning partitions the 

graphs into small partitions using three steps.  

 

In the first step, the graph is coarsened into a small graph 

using a maximal matching algorithm which uses Heavy Edge 

Matching (HEM). In the second step, the coarsened graph is 

partitioned into two parts using Spectral bi-partitioning graph 

algorithm which is again further improved using Kernighan-

lin refinement algorithm [17]. 

 

The second step is repeated until all the sub partitions become 

small which is less than 5% of the original graph. Then, third 

step all the small graph partitions are uncoarsened in the same 

way they were coarsened. In second phase of the algorithm, 

the partitions formed in phase 1 are combined together on the 

basis of Relative Closeness (RC) and Relative 

Interconnectivity (RI).,Then select two clusters Ci and Cj 

with maximum RI(Ci,Cj) * RC(Ci,Cj) value greater than the 

specific threshold, then clusters are merged. Repeat the same 

process until no cluster pair is left with RI(Ci,Cj)*RC(Ci,Cj) 

greater than the threshold. Finally, few clusters are left which 

fulfill the given criteria of threshold or number of clusters and 

final clusters produced by the algorithm. 
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A. C4.5 DECISION TREE  

Decision trees [12] are the data classification method first 

introduced by J.R. QUINLAN in 1985. There are various 

methods being developed to develop a decision that can 

successfully fit the existing data. Quinlan‘sID3 algorithm was 

one of the effective and popular methods to develop a 

decision tree using Entropy and Information Gain values 

calculated from the dataset. But due to the restriction of the 

algorithm of only able to handle discrete attribute values the 

use of the algorithm was limited. Later, C4.5 an extension of 

Quinlan's earlier ID3 algorithm [18] was developed which can 

handle continuous values with additional missing value 

support and pruning techniques. 

C4.5 for continuous data creates a binary decision tree which 

is branched using an attribute threshold selected whoever has 

maximum information gain among all attributes. C4.5 is one 

of the popular methods in machine learning to successfully 

classify data using decision trees. 

III. PROPOSED METHODOLOGY 

In the proposed work, a new methodology has been 

developed to efficiently and effectively classify the features 

extracted from images of medicinal leaves in order to 

correctly identify the unknown query leaf image. The 

proposed mechanism consists of various machine learning 

techniques like clustering and decision tree along with the 

newly developed feature extraction algorithms.  

There are various new or existing methods and approaches 

being using in proposed methods are,(i) Application of 

medicinal leaves for machine learning (ii) SIFT algorithm for 

feature extraction (iii) Edge Threshold to reduce SIFT 

features from images (iv) Batchelor and Wilkins' Algorithm 

to determine the number of clusters (v)Chameleon clustering 

to cluster features (vi) Clustering and Decision tree combined 

for learning the given leaves. 

 

The proposed method is subdivided into 2 phases based on 

functionality. Those are, 

i. Learning Phase 

ii. Identification Phase 

 

A. Learning Phase 

Learning Phase consist of Feature Extraction, Clustering and 

Classification. Fig 2 depicts the flow diagram of learning 

phase. 
 

Fig

ure. 2 Flow Diagram of Identification Phase 

SIFT(Scale Invariant Feature Transform) by David Lowe [2]  

is used as a feature extraction mechanism to extract feature 

points from leaf images since it is robust to rotation, scaling, 

noise, illumination, etc. For the extraction of SIFT feature 

OpenCV library [11] has been used with all the default 

parameters Sigma1.6, edge threshold 10, contrast threshold 

0.04, etc. Features are extracted from the all the training leaf 

images which are then merged to form a training dataset. 

Chameleon Algorithm is used as the clustering algorithm in 

proposed method since clusters are formed with respect to 

cluster similarity as well as inter connectivity. The feature 

dataset is used to form multiple numbers of dynamic clusters 

using chameleon with various sizes dependent on cluster 

density and type. 

At Last, C4.5 decision trees is formed for each individual 

clusters so multiple decision trees are created representing 

each cluster with similar key points which are small in size, 

easy to build and faster. 

The training phase is carried out prior to identification so, the 

time consumed for clustering and building trees has no 
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impact on the performance for matching in the identification 

phase. Hence we refer training phase as an offline task. 

 

B. Identification Phase 

As shown in Fig. 3 for identification phase, the unknown 

query leaf image is used to query the trained system for 

identification of leaf type. 
 

 
 

Figure.3 Flow Diagram of Identification Phase 

During Identification Phase, the SIFT feature of the query leaf 

is extracted which is compared with the centroids of the 

chameleon clusters calculated by taking mean of key points. 

KNN along with the Euclidian distance is used to identify the 

nearest match of each key point in the query image. Then the 

individual key point is subjected to decision tree of the cluster 

with the closest match which will give the label or name of 

the leaf where key point is matching. Similarly, the same 

procedure is carried out for all key points. Finally, a number 

of outputs from each key point is merged using voting to 

produce a single output which will be the name or label of the 

leaf which has maximum key point matches with the query 

image. 

IV. RESULTS AND DISCUSSION 

In the current work, set of 10, 20, 30 and 40   medical Leafs 

with a different structure, shape, and sizes are taken as a 

training dataset for given model. The OpenCV [10] function 

is used to extract SIFT feature from training images which 

are then merged and again divided into a number of clusters 

determined by Batchelor and Wilkins' Algorithm using 

Chameleon clustering code developed in C++.For each 

clusterC4.5,decision tree code is invoked to build individual 

decision trees for each cluster which concludes the learning 

phase. 

For identification, randomly testing set of 5, 8, 12, 15 leaves 

are selected respectively for 10, 20, 30 and 40 training 

images of medicinal leaves which are arbitrarily rotated and 

scaled. The SIFT feature is extracted again using same 

OpenCV call and then the features extracted is given as input 

to identification module which compares features to clusters 

and derives the output from respective decision trees which 

is merged to give single output. Fig. 4 shows 10 different 

classes of leaf dataset. 

 
Figure. 4 Sample Leaf Dataset 

From the given experiment, the matching accuracy is 

determined using a number of correctly matched query 

images of medicinal leaves along with the percentage of the 

key points matching for a correct match as shown in the Fig. 

5. Identification accuracy of unknown leaf is varies with 

respect to training dataset of different size. Identification 

accuracy of the unknown leaf for 10,20,30,40 and 50 training 

dataset is 100, 98, 86, 80 and 75 respectively.  

 

Figure 5. Matching Accuracy for proposed method 
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V. CONCLUSION AND FUTURE SCOPE  

The outcome of this experiment shows promising results for 

applying the proposed method for identification of leaf using 

training examples. SIFT feature descriptor works very well to 

perform in identifying objects regardless of illuminance 

change, noise, rotation, and scaling of the image. Dynamic 

modeling chameleon is conceptually a sound method for any 

type of clustering. Chameleon works efficiently to build 

dynamic clusters minimizing inter-cluster similarity and 

maximizing the intra cluster similarity. Decision tree always 

has been the popular and efficient classifier for any type of 

dataset. Entropy and Information Gain for the attribute 

selection works very well to maximize data fitting. 

Combining these all techniques an efficient, effective, and 

robust framework has been formed for any type of object 

detection in images. Although the result of the current 

framework is acceptable it is not totally accurate since each 

methodology is not 100% robust. The future work includes 

the inclusion and testing of various other feature extraction 

techniques, new clustering methods, and other advanced 

decision trees in order to improve the overall performance of 

framework.  
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