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Abstract— Software testing, which once was a distinct phase in software development life cycle, has now become a parallel 

activity. Many researchers in the past have attributed the failure of software to the lack of adequate testing. Software testing 

involves checking whether the actual outputs generated by the SUT matches the expected outputs. Test cases are written and 

executed and the results are compared with the help of a test oracle. A Test Oracle is a mechanism to determine whether a test 

has passed or failed. The process of finding a reliable test oracle is called the oracle problem. Software test automation has 

been a hot area of research for more than a decade. But, the work in the area of test oracle automation is minimal. Some of 

these researches have proposed solutions for test oracle automation using machine learning algorithms like Genetic Algorithms 

(GA) and Artificial Neural Networks (ANN). In this paper, we present a brief review and comparative analysis of the use of 

single-network and multi network ANNs as test oracles.  
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I.  INTRODUCTION  

Software Testing is one of the key areas of software 

development life cycle (SDLC). Once a distinct phase, it has 

now become an inevitable part of SDLC. The earlier the 

faults are discovered, the lesser the cost of repairing it. Many 

researchers in the past have attributed the failure of software 

to the lack of adequate testing. A better relationship between 

testing and requirements was laid down as a pre requisite for 

better-quality software [1], leading to establishment of test 

methods [2].  

 

Software testing is done at various levels namely unit testing, 

regression testing, module testing, integration testing, system 

testing and acceptance testing. Broadly, these levels are 

classified into two types of approaches: White-box and 

Black-box testing. White-box testing is done mostly by the 

programmer with the code in hand. It is also referred to as 

Structural Testing. Black-box or functional testing considers 

the software as a black box with hidden implementation. The 

inputs are given to the software under test and actual outputs 

are compared with expected outputs.  

 

The mechanism used to compare the expected outputs with 

the actual outputs to determine whether the test has passed or 

failed is called a test oracle. The process of finding correct 

and reliable expected outputs is called oracle problem [4]. 

The Structure of an automated test oracle is depicted below 

in Figure 1.  

Figure 1: Structure of a Test Oracle 

Test Oracle automation requires mapping the input domain to 

the output domain automatically and compare actual and 

expected results in order to verify the correctness of the SUT 

behavior. According to [5], it is difficult and expensive to 

map the input to the output domain manually, hence an 

automated test oracle’s first task is to automate input-output 

mapping. Also the comparator needs to define thresholds 

instead of directly comparing the actual and expected outputs 

in order to be tolerant. 

 

In this paper, we present a brief survey on the existing work 

done in the area of test oracle automation; and a comparative 

analysis of Single network and Multi network ANNs as Test 

Oracles. 

  

The rest of the paper is organized into sections. Section II 

gives a brief account of the work done by various researchers 
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in this area. Section III gives a brief introduction to Artificial 

Neural Networks (ANN) as a Test Oracle. Section IV 

provides the details of the methodology and case study used 

in the experiment. Section V describes the result and Section 

VI provides the conclusion and future work.  

 

II. RELATED WORK  

[7] proposed a partial test oracle to prove the correctness of 

observed results in XML data. The SUT considered was a 

query program which takes XML document as input acquired 

from an XML repository of any form and produces XML 

data as a result. The oracle automatically provides a response 

about the accuracy of the module being tested with a certain 

degree of accuracy at feasible cost.  

 

[8] exploited artificial intelligence and pattern recognition 

techniques to develop a pattern recognition based oracle, in 

which, the unit emulates human tester’s knowledge and 

decision making process. The oracle imitates an accurate 

version of the module tested and makes use of a distance 

measure to check the distance between the tested module 

output patterns and output patterns of oracles. The oracle 

problem exist when either the oracle does exist or not but 

very expensive to be used.  

 

[9] used metamorphic relations, properties of the SUT 

represented in form of relations amongst the inputs and the 

outputs of multiple executions, in order to aid validate the 

perfection of a program. This approach was used to lessen 

the oracle problem in numerous systems and to improve 

numerous software examination and testing methods. The 

authors witnessed that identification of an adequate amount 

of suitable metamorphic relations for testing by naïve testers 

was feasible with minimum training. Besides, the approach is 

cost-effectiveness and could be enhanced using more diverse 

metamorphic relations.  

 

A novel functional testing approach was attempted in [10] to 

verify the test oracles. The expected execution output for a 

given application is produced and verified by the oracle 

whether the SUT behaved correctly or not and issues a pass 

or fail verdict. [11] proposed a model based oracle generation 

method for unit testing. A fault model was developed based 

on features of the main components to record the kinds of 

defects that may be faced, and describe how to generate 

automatically a passive, partial oracle from the agent design 

models. Khoshgoftar et al. [12] proposed a method to employ 

ANNs predicting the number of faults in SUT based on the 

software metrics. ANNs were used as a regression test oracle 

by Vanmali, Last and Kandel [13]. They modeled an ANN to 

simulate the software behavior using the previous version of 

the SUT, and applied this model to regression test unchanged 

software functionalities. Using the previous version of the 

SUT, expected outputs were generated and the I/O pairs were 

employed to train the ANN. Aggarwal et al. applied the same 

approach to solve the triangle classification problem [14].  

 

The approaches mentioned above modeled and tested 

discrete functions. Mao et al. formulated ANNs as test 

oracles to test continuous functions [15]. Consider the 

continuous function Y=F(x), where x is the software input 

vector, y is the corresponding output vector and F is the 

software behavior. The function F was modeled and 

expected outputs were generated using a trained ANN.  

Instead of Perceptron Feed-Forward neural networks that 

applied in all of the above researches, Lu and Mao [16] used 

RBF neural networks to provide automated oracles and test a 

small mathematic continuous function. 

 

S. R. Shahamiri, W. K. Wan M. N. and S. Ibrahim have 

proposed single-network and multi-network ANN based test 

oracles in [18] and [19] respectively whose comparative 

analysis is discussed below. 
 

III. ANN AS A TEST ORACLE 

In this section, we discuss in brief about artificial Neural Networks 

(ANN) and its applications as a test oracle. 

3.1. Artificial Neural Networks 
Neural Networks are network structures comprised of some 

correlated elements called neurons, each one has input(s) and 

output(s), and they perform a simple local add operation. Each 

neuron input has its corresponding weight, which it acts as the 

neuron memory. The neurons have their Bias, Weights and 

Activation Functions which can be adjusted to learn the hidden 

knowledge being modelled through a process called the Training 

Process. The accuracy of the ANN depends on how well the 

network structure is defined and the training process is done. 

Learning Rate is one of the training parameters that show how fast 

the ANN learns and how effective the training is. It can be in range 

0- 1. 

 

Multilayer Perceptron networks are one of the most popular types of 

ANNs to solve the non-linearity.  They are multi-layered networks 

with no limitation to choose the number of neurons, and they must 

have an input layer, one or more hidden layers (or middle layers) 

and one output layer. The structure is depicted in Figure 2 below. 

 
Figure 2: Structure of a ANN 
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The general model of Perceptron networks is Feed-Forward with 

Back-Propagation training procedure, which feed-forward are 

networks with inputs of the first layer connected and propagated to 

middle layers, the middle layers to the final layer, and the final layer 

to the output layer. In back-propagation procedure, after results of 

the network are generated, the parameters of the last layer to the 

first layer will be corrected in order to decrease the network 

misclassification error. The misclassification error can be presented 

by Mean Square Error (MSE), which it is the squared difference 

between the training sample outputs and the results generated by the 

network. [6] 

3.2. Single Network Test Oracle (SNO) 
A Single-Networks Oracle, models the entire I/O domain using only 

one ANN. In particular, the ANN must learn the required 

functionalities to generate all outputs itself.  For example, if the 

SUT has 5 outputs in its output domain, then the entire 5 outputs 

has to be modelled using a single ANN. The structure of the SNO is 

given below. As the number of outputs increases, the complexity of 

the training process also increases. As complex software 

applications may require a huge training dataset, the practicality of 

Single-Network Oracles to find faults may be reduced. 

3.3. Multi Network Test Oracle (MNO) 
A Multi-Networks Oracle is made up of several Single-Network 

Oracles in parallel, one for each output domain.  In our case study, 

we have four output items, thus we need four ANNs to create the 

Multi-Networks Oracle. Since the complexity of the SUT is 

distributed among several ANNs, each ANN has less to learn so it 

eases the training process; thus, it is easier for the ANNs to 

converge on the training data. Each ANN of the multi –network 

oracle must be trained separately using the same input vectors but 

only the output to be generated by the ANN. Figure 3 below depicts 

the Single network and Multi-Network Test Oracle structure. 

 

  
Figure 3: (a) Single network and (b) Multi network Test Oracle 

structure  

 

3.4. Training the Test Oracle 

Before training the all non – numeric inputs and output in the 

dataset are normalized to numeric values. Binary values are 

represented with 0 and 1. Continuous numeric values are 

scaled to values between 0 and 1.  The ANN is trained with 

input-output pairs from the dataset.  In order to increase the 

quality of the network, the ANN results are compared with 

correct expected results provided by the training samples. 

The network error (MSE) can be measured by calculating the 

distances between the expected results and the network-

generated results. To achieve an adequate error rate, the 

networks parameters (neurons and biases weights mentioned 

in previous section) are adjusted by back-propagating the 

error data to the network. Then, the whole process is repeated 

and continued until adequate error rate being obtained.  

 

In the case of single-network oracle the entire output domain 

is generated by a single ANN, while in case of multi-network 

oracle, each ANN generates its associated output for the 

training data. 

 

3.5. Using ANN as a Logical Test Oracle 

After the ANN trained correctly the ANNs can be used as a 

Single-Network Oracle (S-NO) and Multi-network Oracle 

(M-NO) respectively. The process is as follows: Given the 

test cases, the logical module under test is executed using the 

input vector provided by the test case; meanwhile, the oracle 

is given by the same inputs. Actual outputs, which are 

supposed to be evaluated, are generated by the SUT and the 

expected outputs by the ANN.  In case of S-NO, expected 

outputs are generated by a single ANN. For M-NO, each of 

the expected outputs are generated by the ANN which is 

trained for that output. A comparison process is required to 

compare these outputs, and any difference is reported as a 

possible fault, considering the thresholds that define the 

comparison tolerance. 

IV. EXPERIMENT 

The above SNO and MNO were evaluated using our case 

study on sample competitive exam registration portal. The 

registration page was implemented using ASP.NET with VB 

using MS-Visual Studio package. The input domain consists 

of six parameters and output domain has two parameters. The 

input domain and the equivalence class partitions are given 

in Table 1.  Equivalence classes partitioning, which is a test 

case reduction technique, was used to generate optimum 

number of test data. As seen from the table, there are 360 

equivalence classes for the input domain. The test cases have 

been carefully chosen to cover all the 360 combinations. The 

test data was generated using online test data generation tool. 

The output domain consists of two outputs as below: 

1. Output 1:  Allowed to register – Yes/No  

2. Output 2: Fees discount – Yes/No 
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Table 1: Input Domain of the case study 

Input Equivalence Classes 
Number of 

Equivalence 

Classes 

Nationality  
( Indian, NRI, OCI, PIO, 

Foreign National) 

Indian  
NRI 

OCI 

PIO 
Foreign National 

5 

Age 

(18-25) 

<18 

 18-25 

>25 

3 

Category 

(Reserved, Unreserved) 

 

Reserved 

Unreserved 

2 

Qualifying Marks 
(40-100) 

<40 
40-59 

 60-100 

 >100 

4 

Attempt number 

(Maximum 3) 

<3 

 3 

 >3 

3 

Total number of Equivalence Classes: 5 X 3 X 2 X 4  X 3 =360 

 

 

The SNO and MNO were implemented as Multi-Layer 

Perceptron Neural Networks (MLP-NN) using Weka, an 

open source tool. The S-NO was implemented as a single 

MLP-NN, while the M-NO was implemented as two MLP-

NNs, one for each output. The quality of the oracle was 

verified against accuracy, precision, misclassification error 

and recall by evaluating the model using mutation testing. 

Tables 2 and 3 show the implementation details of the 

ANNs. 

 

Table 2: MLP specifications for SNO 
Parameters Values 

Input Neurons 6 

Hidden Neurons 40 

Output Neurons 2 

Learning rate 0.01 

Training Cycles 1000 

Mean Squared error (MSE) Output 1   : 0.01764 

Output 2   : 0.00081 
Total MSE : 000567 

 

Table 3: MLP specifications for MNO 
Parameters ANN 1 Values ANN 2 Values 

Input Neurons 6 6 

Hidden Neurons 30 30 

Output Neurons 1 1 

Learning rate 0.01 0.01 

Training Cycles 1000 1000 

Mean Squared error (MSE) 0.0073 0.00001 

Total  0.00021 

 

Two versions of each case study were generated. The Golden 

Version, which was a complete fault free implementation of 

the case study the generated correct, expected results. The 

Mutated Version was injected with common programming 

mistakes. The inputs were passed simultaneously to the 

Golden and Mutated versions of the SUT and the ANN 

oracle.  

After the test cases are executed, the results of the golden 

version, the ANN and the case study were compared with 

each other. The comparison process measured the distance 

between the golden version result and the oracle result, and 

between the oracle and the mutated results. The golden 

version produces correct expected outputs, the oracle 

produces oracle outputs, and the case study generates 

mutated outputs. Then, the process compares the distances by 

a defined threshold that determines the comparison tolerance 

and reports one of the below possibilities:  

 True Positive, implies that there is actually neither any 

fault in the mutated version or the oracle. True positive 

represents the successful test cases. 

 True Negative, the oracle results are correct and the 

oracle correctly finds a fault in the mutated version. 

 False Positive, occurs when both the oracle and mutated 

version produced the same incorrect results, which means 

it has missed a fault. 

 False Negative, implies the mutated and the expected 

results are the same, but they are different from the oracle 

results. Thus, the comparator reports a faulty oracle.  

 

3000 random test cases were executed to verify the oracles. 

The thresholds for the two binary outputs were not adjusted 

because their MSEs and absolute errors are tiny (almost 

zero). In addition, the distance between the binary output 

values (true or one, and false or zero) is large enough. The 

thresholds for the first output from ANN1, and the second 

output from ANN2 were chosen to be 0.08 and 0.015 

respectively in order to increase the precision of the oracle.  

 

V. RESULTS 

The above ANNs were executed and the results are 

summarised  in Table 4. Table 4: Comparison of SNO and MNO 

Parameters SNO MNO 

Average Threshold 0.06 0.06 

Total Comparisons 6000 6000 

Number of injected faults 2064 2156 

Total Absolute Error 0.027 0.020 

True Positive 3852 3821 

True Negative 1909 2063 

False Positive 96 84 

False Negative 143 32 

Misclassification Rate 3.98 1.93 

Accuracy (%) 96.02 98.07 
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The total absolute error obtained in case of S-NO and M-NO 

were 0.027 and 0.020 respectively. The misclassification rate 

is calculated as the ratio of the sum of false positives and false 

negatives to the total comparisons made. The 

misclassification rate obtained in case of S-NO and M-NO 

were 3.98% and 1.93% respectively. The accuracy obtained 

in case of S-NO and M-NO were 96.02% and 98.07% 

respectively.  

VI. CONCLUSIONS AND FUTURE WORK 

The results clearly indicate that Multi-Network Oracles show 

a slight improvement to the Single-Network Oracles. Though 

there is a marginal increase in accuracy of MNO over SNO, 

the implementation of MNO is relatively easy as compared 

to SNO. As the complexity of the software increases in terms 

of number of inputs and outputs, MNO provides a simpler 

structure to implement. 

Our future work will be to propose a hybrid test oracle using 

genetic algorithms and ANNs especially in the area of GUI 

test automation. 
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