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Abstract— Microservices architecture is distributed in nature and the expectation is the services in the architecture must be 

highly available and responsive. Services in the architecture can scale from 1 to 100s and the distributed architecture is 

complex, and the chances of failure are higher when services communicate to each other. The main advantage of 

microservice architecture is we can easily mix technologies depending upon the nature of service, if the service is CPU or 

IO bound then we can develop the service based on the language or framework of our choice, similarly if we have 

hundreds of services in our architecture than we can build a proper debugging system for our microservices using any 

platform / frameworks two such libraries are Pandas or PySpark. This paper focuses on creating our own debugging tool in 

the Microservices architecture using python-based libraries PySpark and Pandas and the concept of Actuators.  
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I.  INTRODUCTION  

 
Modern world applications are expected to be highly 

available and responsive, in the microservices architecture 

services are designed using Single Responsibility Principle 

and services are expected to have strictly one 

responsibility. The various Patterns within the 

microservices architecture forces the services to be atomic 

at all cost, like one database per microservice [3][4], 

Aggregator, CQRS etc. The major advantage which comes 

with this complexity is the scalability and faster 

development cycles as team can develop services in 

isolation. In the microservices architecture most of the time 

services communicates to each other, if services are 

developed using Choreography SAGA, then one service 

will produce an event which other service consumes and 

act. Similarly, if the services are REST based then one 

service will depends on the response of another. To ensure 

all the services in the architecture are alive microservice 

[3][4] are mostly comprises of cross-cutting pattern known 

as Circuit Breaker [2], the circuit breaker sits between 

request and response mechanism as proxy, when the 

service experiences failure the circuit breaker trips for 

some duration. To avoid the cascading failures in the 

architecture services even decorated with Bulkhead 

patterns [2] , but what if all the services are up but the 

responses are wrong or comprises of incorrect data or we 

need to debug why the service is responding with 404 but 

the data exists we simply need to take a count of total Not 

founds and total number of Ok’s from the service. Or we 

need to examine the thread dump from the service 

programmatically as it’s not easy to go through the thread 

dump manually. Imagine a log file generated by the 

individual service comprises of 1 GB in size it’s not easy 

to examine the entire log file, we can utilize the PySpark 

DataFrame and keep applying filters on the DataFrame to 

check whether the specific failure or response code we are 

looking for exists or not, this makes debugging a lot easier 

we can create a Log Analyzer utility which consists of 

such programs and can be executed on-demand basis. If we 

want to find how many requests are served successfully by 

the service or how many are unable to, we can simply 

execute the Actuator endpoint and hand-over the JSON 

response to Pandas DataFrame and identify the count 

individually. In the up-coming sections we are going to 

understand what Actuators are, how to work with Pandas 

and PySpark to execute the responses as a DataFrame. If 

the  

 
II. RELATED WORK 

 
Our Mission in this paper is to create an efficient 

debugging tool for the microservices architecture. The 

below figure showcases two services A [3][4][5] and B, A 

is dependent on B but for some reason B is returning in-

correct response or not behaving as expected to debug 

microservices on the fly we need to rely on either 

Actuators or Logs, but debugging should be performed 

programmatically. First, we need to understand the concept 

of Actuators which comes in built-in with SpringBoot 

framework but if your services are written in Python based 

frameworks, please explore the library called PyActuators.  
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Figure 1. The tool is querying the actuator endpoint 

 

Our microservice debugging tool will be using Actuators, 

Pandas, Spark, and simple Log file.  

 

A. Actuators: Actuators[8][9] are the endpoints with-in the 

service that helps in monitoring the application, in nutshell 

Actuators helps in identifying what’s going on with the 

service. With Actuators we will be able to check 

application health status, Metrics of all sorts, etc. Imagine 

we have a Cache in a service and we need to check the 

status of Cache like how much memory is free, how much 

is occupied, uptime etc or if we want to evict the data from 

the cache etc. The /cache endpoint provides the access to 

application cache, in a similar way there are many such 

useful actuator endpoints that helps in monitoring, some of 

them are /httptrace that provides information about HTTP 

request-response exchanges and /heapdump provides a 

heap dump from the JVM. Keep in mind these important 

information we get at runtime by directly making a REST 

calls to the actuators. The screenshot represents the 

information retrieved using /httptrace endpoint, where each 

section represents a meaningful detail, the “request” 

section gives details about the Type of rquest whether it is 

‘GET’, ‘PUT’, ‘POST’ or ‘DELETE’, it also consists of 

‘timetaken’ in the exchange which is extremely important, 

status gives info on response status like 200, 404, 420 etc.  

 

 
Figure 2. Sample /httptrace actuator response 

B. Pandas: Pandas is a Data Analysis Library which is 

fast as it’s uses numpy [8], convinient and contains 

collections of lot of useful functions for data analysis 

purposes. Pandas efficiently handles large dataset and 

we can very efficiently customize or analyze the data 

from the dataset. In the debugging tool we are going to 

invoke an Actuator Endpoint and the response will be 

handed over to Pandas to analyze the response. Imagine 

a service is running in production and we need to 

analyze the http request-response exchange of entire 

day, it’s not going to be easy to do it manually but with 

Pandas we need to perform the analysis on the 

DataFrame but not on the data.  

 

C. PySpark: PySpark is an interface for Apache Spark 

[6] in Python, it’s an open source framework [1] which 

is distributed [14] in nature and it’s a library for real-

time and used heavily for large data-set processing. 

PySpark is robust and can perform operations on 

billion records of rows in distributed clusters and it 

performs 100X times faster than anyother framework. 

In our Debugging tool we are going to invoke the 

Actuator for downloading the log file and handing over 

the entire logfile to PySpark for further processing. Our 

debugging tool we will be filtering all the ‘404 NOT 

FOUND’ responses as well as filtering the clients 

which are calling our service, for ex: identifying how 

many requests received by the service from the 

‘localhost’ or identifying how many of them is invoked 

from other Host.  

 

III. MEHODOLOGY 

 

In the paper we are going to explore two use-cases with the 

help of two kinds of actuators the /httptrace and /logfile, 

the request-response exchange analysis [10] we will be 

done using Pandas and the entire logfile analysis will be 

done using PySpark as the logfile will be much heavy in 

size.  

 

Debugging Service using Actuators and Pandas: The 

/httptrace provides details about HTTP request / response 

exchanges and this information we are going to give it to 

Pandas for further response analysis but programmatically, 

the other advantage working with Pandas is certain plotting 

libraries like Matplotlib seamlessly integrated with Pandas 

and we can visualize our dataset received from /httptrace. 

The service is running locally which returns a valid 

response and status as 200 if the data found.  

 

 
Figure 3: Successful call to a service returning data 
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If data not found, then it returns 404 with Data Not Found 

message.  

 

 
Figure 4: Successful call but not data found 

  

Below is the Python program which evaluates the dataset.  

 

 
 

The above code is simple more can be done it, we can even 

plot this data for better analysis and visualization, below 

code depicts that  

 

 
Figure 5: Request/Response exchange Data Visualization 

 

Debugging Service using Actuators, PySpark and Log 

file: This use case is PySpark [6] specific, again the 

approach remains the same in this use case /logfile actuator 

endpoint will be used. The /logfile provides access to the 

details of the application’s log file. The /logfile endpoint 

upon invocation gives the contents of the log file and we 

are going to give this file PySpark.  

 

 
Figure 6: PySpark log analysis program 

 

The application name is “Microservices Logs Analyzer” 

once the DataFrame is created we are ready to apply filters 

to analyze our logs. First, let’s view the top 5 

‘NOT_FOUND’ responses in a service  

 

 
Figure 7: Block of code filtering 404 NOT_FOUND 

 

     Figure 8: Response returned by the filter 

 

Other analysis is to explore the requests from ‘LocalHost’  

 
Figure 9: Filtering request received by localhost 

 

Requests received by the service other than Local host. 

 
Figure 10: Filtering request received not by localhost 
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IV. RESULTS AND DISCUSSION   

 

The Actuators [8] provides lot of useful information, for 

example the /httptrace actuator is extremely handy it also 

gives us an ability to check the performance of every 

request and in case if we want to check the number of 

requests that are successful, but the performance is not up to 

the mark, say identify the number of requests taking more 

than a second to respond  

number_of_requests = 0 

for data in df.items(): 

    performance = [] 

    for traces in data[1]: 

        timeTaken = traces['timeTaken'] 

        if(timeTaken > 1000): 

            number_of_requests = number_of_requests + 1 

 

print('Number of Requests taking more than a second 

to respond:', number_of_requests) 

 

The /httptrace endpoint has an important parameter 

‘timeTaken’ clubbed with every request and response 

which returns the time taken by that specific request. In the 

above program all we are doing is parsing the information 

and identifying how many requests have taken more than a 

second to respond. Program seems simple but the number 

of request/response exchanges handled by the service will 

be huge, but it’s made extremely efficient by Pandas.  

 

V. CONCLUSION AND FUTURE SCOPE 

 

In this paper, the debugging is wired with the help of 

Actuators, but the tool can be enhanced to a greater extent. 

The paper also showcased a sample request / response 

exchanged can be visualized using the bar and graph charts. 

The ideal scenario would be to analyse the heap dump and 

thread dump programmatically as Pandas and PySpark 

DataFrame object provides various convenient functions for 

analysis purposes. The tool can be enhanced even further, 

In the microservice [3] we can also add a custom metrics 

like Gauge, Counter and Timer these are Prometheus 

specific metrics, the Gauge helps us in identifying the 

number of running threads within the application, the 

number of messages sitting inside a queue. The Counter 

metrics provided the information on fields like Total, the 

total number of requests processed, total number of items 

processed by service and Time provides information on the 

time taken by the method for request execution, these are all 

helpful metrics which should be analysed time and again. 

The tool is dependent on the endpoints, and it is completely 

decoupled, and it never sends a request to the business 

endpoint, but it sends a request to the actuator endpoint. 

Tool has endless possibilities for extension  
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