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Abstract—The recognition of image is one of the most important fields in the image processing and computer vision. 

Image recognition has many branches but the food image classification is very unique. In today’s world people are very 

conscious about their health. Many people around the world use some dietary assessment system for planning of their diet. 

In dietary assessment system people make the use of food image classification to classify the food from the image and 

provide the total amount of calories present in the food. The classification of food images is a very difficult task as the 

dataset of food images is highly non-linear. In this paper, we are going to use different types of neural network models to 

show, which neural network provides the best accuracy result in the recognition of food images and is most efficient to use. 

We are using a food image dataset (food-11) which contains 16643 images in it. 
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I.  INTRODUCTION  

 

In the today’s world obesity and other health problem has 

been increasing day by day. In the paper [2], it is specify 

that the obesity has been doubled since 1980 in more than 

70 countries. Obesity can cause many types of chronic 

diseases such as heart, diabetes, arthritis, etc and also 

decrease the immunity of the human system. Peoples have 

also shown their interest on reducing weight by calculating 

the calorie values of their food intake. Nutritional value of 

food should get more importance to prevent from diseases. 

To regularize the food habits of people they can make the 

use of the dietary management. Dietary management will 

help people by telling the information about the food they 

are eating. To get the calorie information, a system needs 

to detect the food from image and then analyze the dietary. 

For this paper the researchers is mainly concerned with the 

detection of food from the images. 

 

Image processing and computer vision techniques are now 

the base of many domains. Food recognition from images 

is one of the domains of image processing. The recognition 

of food is a very difficult task as there is large similarity 

between food classes. Image processing also required more 

computation power than many text base data classification. 

The food recognition model should be very efficient, so 

people can run on a less expensive device too. 

 

In today’s world there are affordable Smartphone that have 

high computational power that can be used to process the 

high quality image data. After the comparison the model 

with high accuracy and speed can be implement the 

Smartphone for wider use. 

In the next section of the paper we will elaborate some 

literature, in section III we will discuss about how we have 

proposed the method, in section IV we will discuss how we 

motivated towards this research and problem in food image 

classification and also we are going to give experimental 

evaluation of different existing image classification 

techniques, at last we will conclude our study  

 

II. LITERATURE SURVEY  

 

The authors proposed a system of food image recognition 

using Convolutional neural network. The authors use a 

food-11 dataset for the training and testing the neural 

network. The authors also use inception V3 model that is 

per-trained with the ImageNet. The image is also pre-

processed before passing to the training. In processing 

phase the authors use the ZCA whitening to reduce the 

redundancy in the matrix of pixel images. They also 

changed the size of all the images to 299 x 299 x 3 to 

increase the processing time and also to fit in Inception V3 

[1]. 

 

The authors discussed about the health effects of 

overweight and obesity in 195 countries that study over 25 

years from 1980 to 2015. The authors have analyzed data 

from 68.5 million persons. In 2015, the obesity count on 

adult is 603.7 million & 107.7 million. Since the start of 

analysis in 1980, the obesity has doubled in more than 70 

countries and has continuously increased in most other 

countries. 4.0 million Deaths globally has caused by High 

BMI. More than two thirds of deaths related to high BMI 

were due to cardiovascular [2]. 
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The authors proposed an image analysis system for the 

automatic identify and quantify foods and beverages 

consumed at an eating occasion from images of foods and 

beverages captured using a mobile device. They used an 

approach that is based on the k-nearest neighbours and 

vocabulary tree. They have searched for the color, texture, 

and local region features for the classification of food. The 

color and texture is classified using the k-nearest 

neighbours. They used an image dataset that consist of 

1453 images of eating occasions in 42 unique food 

categories [3]. 

 

The authors proposed a method that uses the local textural 

patterns and their global structure for the classification of 

food image. The authors used a Scale Invariant Feature 

Transformation (SIFT) interest point detector with the 

Local Binary Pattern (LBP) feature for creating a visual 

codebook of local textural pattern. Local texture is used to 

represent food image, food object is represented as the 

spatial distribution of the local textural structures and 

encoded using shape context. The authors evaluate the 

proposed method on the Pittsburgh fast-food image (PFI) 

dataset [4]. 

 

The authors proposed a method for the classification of 

food images using the sphere shaped support vector 

machine. The authors used the FCM (Fuzzy C-Means) 

algorithm for the segmentation of food images and sphere 

shaped SVM (Support Vector Machine) is used for the 

classification of segmented food idem. The proposed 

method automatically identifies the food items and also 

calculates their calorie value after identification [5]. 

 

The authors proposed a novel method for the classification 

of food images using Random Forests (RF). Random 

Forests allow us to mine for parts simultaneously for all 

classes and to share knowledge among them. For the 

improvement in efficiency of mining and classification, the 

authors are only considering the patches that are aligned 

with the image super pixels. The authors also created a 

novel and challenging dataset for the method, the dataset 

consist 101 food categories that have 101,100 images in it. 

For the labelling of food items the authors uses either the 

nutrition experts or Amazon Mechanical Turk [6]. 

 

The authors proposed a system for the improvement of 

accuracy in the dietary assessment. It can be done by 

analyzing the food images captured using the Smartphone. 

The main technique innovation of the authors is the use of 

deep learning-based food image recognition algorithm. It 

uses the Convolutional neural network based food image 

recognition algorithm to address the problem. The 

proposed system is test on the 2 real worlds i.e. UEC-256 

& Food- 101 [7]. 

 

The authors proposed a system with deep Convolutional 

neural network (DCNN) for the recognition of food from 

the food photo/image. In this system the authors uses a 

dataset that is already fine tuned and pre-trained for 

training. ImageNet dataset are used because it contains 

1000 food-related categories. The author also uses the food 

classifier in the Twitter photo data. The author also 

conclude that the DCNN was very suitable for large-scale 

image data, since it takes only 0.03 seconds to classify one 

food photo with GPU [8]. 

  

The authors proposed a prediction model for the 

classification of food images. Here the author only focuses 

on the Thai Fast Food images. The model used by author is 

based on deep learning process that is trained with natural 

images (GoogLeNet Dataset) and then fine-tuned to 

generate the predictive Thai fast food model. The authors 

also created a Thai Fast Food (TFF) dataset which is 

consist of 11 groups and those 11 groups consist of total 

3960 images [9]. 

  

The authors proposed a system that is based on the 

Convolutional neural network. The author also compared 

the proposed system with the system created using deep 

Convolutional neural network. The author also creates a 

new dataset with the combination of following dataset: 

Food-11, FooDD, Food100 and web archives [10]. 

 

The authors proposed a method of that is used to increase 

the network in ways that aim at utilizing the added 

computation as efficiently as possible by suitably 

factorized convolution and aggressive regularization. The 

authors benchmark the system with the ILSVRC 2012 

classification challenge validation set [11]. 

 

The author introduced a new database for the image 

recognition. The author named the database as ImageNet, 

this database built upon the backbone of the WordNet 

structure. The authors also include the analysis of the new 

dataset (ImageNet) in its current state: 12 sub-trees with 

5247 synsets and 3.2 million images in total, the author 

also says that the ImageNet is much larger in scale and 

diversity and more accurate than the current image dataset. 

The authors also make the use of the Amazon Mechanical 

Turk for the data collection scheme. The authors also show 

the usefulness of ImageNet with a simple object 

recognition program [12]. 

 

The author proposed a method that uses the Multi-column 

Deep Neural Network, in this approach small (often 

minimal) receptive fields of Convolutional winner take all 

neurons yield large network depth, resulting in roughly as 

many sparsely connected neural layers as found in 

mammals between retina and visual cortex, only winner 

neurons are trained. Using this method several deep neural 

columns become experts on inputs pre-processed in 

different ways: predictions are averaged. It also uses 

graphics cards which allow the fast training of models 

[13]. 

 

The author proposed a mobile application that analysis and 

tells the calories based on the food image captured using 

mobile device. The app is also available for the use. The 

author uses a food dairy for storing the food image. The 

food dairy will be filled by the data entered by the user in 
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the mobile app; here every user will have a separate food 

dairy [14]. 

 

The authors create a web based application for the 

identification of food images. The application can extract 

food images from other images, it also analyze the food 

balance, and visualize the log. The authors make the use of 

Food pyramid to estimate the balance of food. It is very 

simple and makes logging very feasible. The authors 

extracted the food images from the flickr. The authors also 

implemented an interface for correction of some value, as 

system not always give the correct estimation [15]. 

 

The authors create a mobile application that will be used 

for the accounting of daily food and nutrient intake. In 

creating this the authors use the image analysis tools for 

the identification and quantification of food that is 

consumed at a meal, in this application we capture the 

image two times first before consuming the food and 

second after consuming the food to estimate the amount 

and type of food consumed. Using two images help in 

determine the near to exact amount of food. The authors 

also convert the RGB image to YCbCr color space. The 

authors also make the use of the support vector machine 

for the identification of food items using statistical pattern 

recognition technique [16]. 

 

The authors present a Pittsburgh Fast-food Image Dataset 

(PFID), a collection of visual data to facilitate research in 

automated food recognition. PFID contains data of 101 fast 

food categories from 11 popular fast food chains, and 

capturing images and videos in both restaurant and a 

controlled lab setting. The authors benchmark the dataset 

using two standard approaches, color histogram and bag of 

SIFT [17]. 

 

The authors present a system that can recognized the foods 

from videos, the videos is directly recorded in the 

restaurant using web camera. After the recognition result, 

the system also estimates and tells the food calories of 

intake. The authors perform evaluation of the system on a 

dataset of 101 foods from 9 food restaurants in USA [18]. 

 

The authors present a calorie and nutrition measurement 

system that helps the patient and dieticians in measuring 

and managing the daily food intake. The detection of food 

is done using feature extraction [19]. 

 

The authors focus on Thai food image classification. The 

author’s method creates feature vector using many features 

about texture and color, then recognize the food using 

SVM. The training of the system is done by grouping the 

food images by it type and the amount of calories [20]. 

 

The authors present mobile food recognition system. The 

system will estimate the calorie and nutritious of foods and 

also records the eating habit. This system is not needed to 

send any information to the server as image recognition 

program is already built into it. In this system the user 

needs to draw a boundary wall by touching on the screen 

this helps in identifying only that area that is needed to be 

scan, this reduces the overhead of scanning all the area in 

search of food [21]. 

 

The authors present a system that is based on a large deep 

Convolutional neural network to classify the 1.2 million 

high resolution images in the ImageNet LSVRC-2010. The 

authors also make the use of the GPU to increase the 

training and evolution speed of the system. The authors 

also develop a regularization method called “dropout” that 

is used to reduce the over fitting in the fully connected 

layers. The Convolutional neural network is consist of 

fewer connections and parameters then the standard feed 

forward neural network, so they are easy to train, while 

their theoretically-best performance is likely to be only 

slightly worse [22]. 

 

III. METHODOLOGY 

 

In this approach, we are going to use different types of 

neural network. A neural network is a network or circuit of 

neurons, or in a modern sense, an artificial neural network 

made up of artificial neurons or nodes. Thus a neural 

network is either biological neural network or artificial 

neural network. The biological neural network is 

composed of real biological neurons, while the artificial 

neural network made up of artificial neurons that are used 

to solve the artificial intelligence problem. The main use of 

neural network is in the field of machine learning and 

artificial intelligence. 

 

There are many types of neural networks but we are only 

focusing on the neural network that is mostly used in 

image processing, they are:- 

 

1) Modular Neural Network: - In this type of neural 

network, many independent networks contribute to the 

result collectively.  Many subtask performed and 

constructed by each of these neural network. It 

provides the set of input that are unique, when 

compared with other neural network. The complexity 

of a problem is easily reduced while solving problem 

by these modular network because they completely 

break down the sizeable computational process into 

small components. The total time of processing will 

depend on the involvement of neurons in the 

computation of results. Modular Neural Network is one 

of the fastest-growing areas of artificial intelligence. 
 

 
     Figure 1:- Modular Neural Network 
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2) Feed Forward Neural Network: - In feed forward 

neural network, the information travels only in one 

direction and is the purest form of an artificial neural 

network. This type of neural network contains hidden 

layers and data enter through input nodes and exit 

through output nodes. Classify activation function is 

used in this neural network. There is no back 

propagation, and only the front propagation wave is 

allowed. The feed forward neural network can be used 

in speech recognition and computer vision. It is very 

easy to maintain this type of neural network. 

 

 
      Figure 2:- Feed Forward Neural Network 

 

3) Recurrent Neural Network: - The principle of the 

RNN is to feedback the output of the layer back to 

input again. This principle helps to predict the outcome 

of the layer. In the computation process, each neuron 

will act as a memory cell. The neuron will retain some 

information as it’s go to the next step. The data to be 

used later will be remembered and work for the next 

step will go on the process. The prediction will be 

improved by error correction. Some changes are made 

to create right predicate output. The rate of how fast the 

network can make the correct prediction from the 

wrong prediction is known as learning rate. The main 

application of Recurrent Neural Network is to convert 

the text to speech.  The recurrent neural network was 

designed for supervised learning. 

 

 
       Figure 3:- Recurrent Neural Network. 

 

4) Convolution Neural Network: - In this type of neural 

network, learn-able biases and weights are given to the 

neurons initially. CNN was designed to map image data 

to an output variable. They are proven so effective that 

they are the go-to method for any type of prediction 

problem involving image data as an input. CNN works 

well with data that has a spatial relation. The images 

are remembered in parts to help the network in 

computing operation. The photos are recognized by 

taking the input feature batch-wise. In the computing 

process, image is converted to Grayscale from HSI to 

RGB scale. The classification of images done into 

various categories after the image is transformed. 

Convolutional Neural Networks have a very high level 

of accuracy. That is also the reason why convolution 

neural networks are dominating the computer vision 

technique. It is mainly used in Image data application 

and classification problem. 

 

 
     Figure 4:- Convolutional Neural Network [1] 

 

5) Multilayer Perceptrons: - It is a classical type of 

neural network. It is comprised of one or more layers of 

neurons. Data is fed to the input layer, there may one or 

more hidden layers providing the level of abstraction, 

and prediction are made on the output layer also called 

the visible layer. MLP are suitable for classification 

prediction problem where inputs are assigned a class or 

label. Data is often provided in a tabular format, such 

as you would see in a CSV or excel. 

 

         Figure 5:- Multilayer Perceptrons 

 

IV. RESULTS AND DISCUSSION 

 

There are some problems in food image recognition:- 

1. The exhibited methodologies have overlooked 

any other neural network for the recognition of 

food images. 

2. In most of the exhibited methodologies they 

haven’t tried to implement the method on the 

devices. 

For discussing we have analysis the results different 

exhibited methods. The analysis is:- 
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The authors obtained an accuracy of 92.86% using 

inception V3 model, while compare to the others Fine 

Tuned methods like Alexnet [10] has an accuracy of 

82.23% and the accuracy of Caffenet [10] has 80.12%. The 

transfer learning uses the knowledge earned from previous 

learning in new dataset to classify images that is why the 

approach used by the authors has better accuracy than all 

the others [1]. 

 

The author used two food classification baseline models 

those are: - Baseline 1: Color Histogram + SVM Classifier 

& Baseline 2: Bag of SIFT Features + SVM Classifier. The 

result of the base line experiments, one can simply see the 

SIFT often outperforms the color histogram baseline even 

in the case of salads. The author separate the training and 

test data samples so that no instance of a food item appears 

in both training and test. The accuracy of proposed method 

was 78% in the case of salad category, which is 12% lower 

than the baseline 2 but 12% higher than the baseline 1, for 

meat category has an accuracy of 52% while baseline 2 has 

56% and baseline 1 has 47%. With the remaining food 

categories (hamburger, miscellaneous, sandwich, subs, 

wraps) has outperform both baseline 1 and baseline 2 [4]. 

  

The author uses evaluation metrics such as segmentation, 

accuracy, true and false positive rate and classification rate. 

The accuracy is an important assess for classification 

purpose, the better classification attains when the classifier 

gives higher accuracy rate. The true positive rate is the 

measure of positive proportion which is correctly identified 

by the classifier. Classification rate is one of the most 

important concerns for the dietary assessment system. The 

proposed method has an accuracy of 95% which provide 

better classification performance [5]. The evaluation 

function of CR is:-  

                     
The result obtained is 78.77% as Top-I accuracy in UEC-

FOOD100 and 67.57% for UEC-FOOD256, both of which 

were the best result so far. The author also applies the food 

classifier with the combination of DCNN and the twitter 

photo data. The DCNN was suitable only for the large-

scale image data, since it takes only 0.03 seconds to 

classify one photo in a GPU. The UEC-FOOD100 and 

UEC-FOOD256 has been a Japan dataset [8]. 

 

The author performed the experiment on a notebook 

computer which has i7-4700, 8GB of memory and 

Windows 8.1 enterprise as the operating system. The 

author uses the 3,300 images as a training dataset, in which 

300 image per group. For the testing purpose the author 

reserved 660 images, which is divided into 60 images per 

group. Using this author is able to achieve an accuracy of 

88.33% on overall dataset. The author has achieved 100% 

accuracy in the barbecued red pork in sauce with rice 

group. The prediction model can classified 93.33% 

accuracy with an omelette on rice, 70% with a rice topped 

with stir-fried chicken and basil, 93.33% accuracy with 

barbecued red pork in sauce with rice, 93.33% accuracy 

with a stewed pork leg on rice, 83.33% accuracy with a 

Thai fried noodle, 88.33% accuracy with a rice with 

curried chicken, 83.33% accuracy with a steamed chicken 

with rice, 93.33% accuracy with a shrimp-paste fried rice, 

76.67% accuracy fried noodle with pork in soy sauce and 

vegetables, and 90% accuracy with a wide rice noodles 

with vegetables and meat [9]. 

 

The authors get the accuracy of 70.12%.  The authors run 

the proposed system on a collected dataset with caffenet 

framework which can run on a GPU. The authors need to 

run the test 5 times to remove the random effect since the 

weight and bias values generated normally. The author also 

shows the learning pattern, it is learning rate is 0.3, 

Momentum is 0.7, and Maximum iteration is 40000 on a 

Food-11 dataset. The proposed system of author is 

compared with 2 other system Alexnet & caffenet, the 

Alexnet get accuracy of 80.51, 82.07 respectively which is 

much higher than the authors proposed model. It is clear 

from the result that the fine-tuned data provide better result 

[10]. 

 

V. CONCLUSION  

 

In this paper, we have reviewed some of image recognition 

technique that is based on deep learning & Convolutional 

neural networks. After studying all the research paper in the 

reference, we are able to identify some enhancements that 

can be done to increase the accuracy of the model. In this 

survey we found that most of the authors uses 

Convolutional neural network as there base neural network 

for the recognition of food images, they don’t consider any 

other neural network. The most efficient method of food 

identification can be implementing in a real device system. 

In this paper we can conclude that other neural network 

models should be consider to get the higher accuracy in the 

identification of food images. 
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