
 

  © 2018, IJCSE All Rights Reserved                                                                                                                                        299 

International Journal of Computer Sciences and Engineering    Open Access 

 Research Paper                                         Vol.-6, Issue-6, June 2018                                  E-ISSN: 2347-2693 

                 

Enhancing test case reduction by k-means algorithm and elbow method   

 
A. Pandey

1*
, A. K. Malviya

2
 

 
1 
Dept. of CSE, K.N.I.T., Sultanpur, India  

2
 Dept. of CSE, K.N.I.T., Sultanpur, India  

 
*Corresponding Author:   ankp67@gmail.com,   Tel.: +91-9839419533 

 

Available online at: www.ijcseonline.org  

Accepted: 11/Jun/2018, Published: 30/Jun/2018 

Abstract— Software testing plays an indispensable part in the software development process. A huge number of test cases are 

required to be tested to improve the quality of the software which is a tedious and time-consuming process. In this paper we 

aim to minimize the number of test cases by eliminating redundant test cases and thereby assisting us in reducing the time 

consumed in testing huge number of test cases. We have used the popular data mining k-means algorithm along with an elbow 

method to reduce the number of test cases required to be tested. Experimental result presents better clustering accuracy and 

significant elimination of redundant test cases by using the proposed approach. 
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I.  INTRODUCTION  

Software testing is the process of detecting errors that help 

programmers improve the quality of the software and 

minimize the cost associated with these defects. It can also 

be stated as the process used to measure the information 

related to quality of the product or service under test. A 

substantial amount of time and effort in software 

development is spent in various forms of testing. Besides, 

assuring that the software works as intended the testers also 

ensure that there are no unintended consequences of using 

the software. Test cases in large number are already being 

built automatically using the automated test case generation. 

Though these huge numbers of test cases are generated at a 

faster rate but in an industry, programs containing thousand 

lines of code are used and each test case may take 

considerable amount of time to execute. As a result, testing 

of thousands of automatically generated test cases may take 

several days to execute completely. These automatically 

generated test cases also contain many redundant test cases 

and lot of time is wasted in testing these redundant test cases. 

In our approach we have used data mining technique to 

identify and eliminate the redundant test cases which in turn 

reduce the time spent in testing the automatically generated 

test cases. Our rest of the paper is organized as follows. 

Section II discusses the work done in the past in the area of 

test case reduction. Further, in section III we discuss about 

the k-means algorithm along with the elbow method a 

technique to find an accurate estimate of k. Section IV 

represents the research methodology proposed for 

identification and elimination of redundant test cases. Section 

V shows the experimental results produced by implementing 

the proposed research methodology. In section VI we discuss 

the future prospects and conclude our work.  

 

II. RELATED WORK  

Several approaches have been proposed in the past to reduce 

the number of test cases. In [1] the author uses the heuristic 

approach to choose a representative set of test cases with 

equivalent code coverage as the original test suite and thus 

minimize the number of test cases required for testing. The 

author has illustrated the technique that only involves 

relation between the testing requirements and test cases 

fulfilling the requirements and is thereby not dependent on 

the test methodology used. Data flow testing methodology is 

used to demonstrate the technique developed by the author.   

Similarly, in [2] the authors were of the opinion that there are 

two special kinds of test cases namely the essential test cases 

and the 1-to-1 redundant test cases. They presented the GRE 

heuristic algorithm that uses the following procedures 

alternatively until all the requirements are covered: (1) to 

discover all the essential test cases, (2) remove the redundant 

test cases (3) the test cases that cover the maximum number 

of unsatisfied requirements are identified are determined.      

In [3] the author has proposed a new methodology for test 

suite reduction by optimizing the test suite requirements 

using graph contraction. Various empirical studies were 

conducted [4], [5] to compare the sizes of the reduced test 
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suite using the test-suite reduction techniques proposed in the 

past to provide the guidelines to choose the appropriate test 

suite reduction technique.  

In the recent studies, [6] the author has presented a mining 

system to undergo a more desirable knowledge of the test 

cases to produce and use more effective test cases. The 

knowledge mining system proposed by the author accepts the 

test suite as input which is mined by attribute selection and 

application of clustering techniques. The output of the 

system results in a reduced test suite. 

 The author in [7] focuses on the capability of the reduced 

test cases to detect faults in comparison to original test cases 

and has used fault detection capability as the measure of suite 

quality. The system proposed by the author comprises the 

selection and evaluation of metrics, clustering of test cases 

and selection of test cases. 

The author in [8] aims to reduce the cost of testing by 

reducing the number of test cases using the data mining 

techniques that provide an aid in detecting redundant test 

cases incorporated by the automatic test case generator. The 

author uses a program with two input variables and generates 

random values using the automatic test case generator. Then 

the author applies k-means algorithm to these automatically 

generated random values to form clusters. Randomly sample 

from each cluster is picked up and stored in a file. These 

samples of clusters are used to test the coverage of the test 

cases. To obtain optimal coverage the process is repeated for 

different values of k. 

 The author in [9] used the data mining classifier technique to 

reduce the number of test cases.  The author generates the 

test cases for the program under test and builds a dataset 

based on some attributes like test cases input, output, and test 

case coverage details. J48 and Naïve base classifier 

algorithms are applied on the dataset to extract the results 

that emphasis the use of data mining classifier technique in 

removing the redundant test cases.  

Classification of functional and non-functional requirements 

is done using the software requirement specification to 

generate test cases which are then reduced using mining 

techniques by the author in [10].  

In [11] the author uses the Density based clustering 

technique to group identical data objects based on density 

and reduce the number of test cases. Test cases are generated 

using selenium software which is then loaded in Weka for 

application of DBSCAN algorithm and filters for generation 

of desired results. The author in the literature [12] has used k 

means algorithm to cluster the independent paths of the 

program to minimize the test case. 

However, it has been observed that the dataset are not 

properly grouped by the clustering technique, thereby are 

less efficient in identifying the redundant test cases. In order 

to identify and remove adequate redundant test cases, proper 

clustering of the dataset is important. In this paper we have 

proposed a methodology that incorporates elbow method to 

estimate the correct value of k along with k-means algorithm 

to efficiently cluster the test cases. 

III. BACKGROUND 

A. Data mining 

Data mining is an interdisciplinary subfield of computer 

science that involves computational process to extract 

knowledge from any large set of raw data by identifying 

patterns and establishing relationships thereby helps in 

solving problems through data analysis [12]. Different 

methods like association rule, classification and clustering 

are available for mining different kinds of data [13, 14, 15, 

16]. Clustering is an important unsupervised learning 

problem that aims to segregate data points with similar 

characteristics and assign them to clusters. There are various 

clustering algorithm available but algorithms that are used 

popularly are k-means, fuzzy c-means, hierarchical and 

DBSCAN.  

B. K-means algorithm 

The k-means algorithm is an unsupervised learning algorithm 

that is used to classify data into certain number of clusters. 

K-means starts by randomly defining k centroids that 

represent initial group centroids. Now, the algorithm works 

in repetition to perform the next two steps. 

Step 1. Assign each object to the group that has the closest 

centroid, using the standard Euclidean distance. 

Step 2. After all the objects have been assigned, the centroid 

of each of the k clusters is recalculated by finding the mean 

of all the values belonging to a cluster. 

The above steps are repeated until the centroids no longer 

move and convergence is achieved. 

Euclidean distance (1) is used to figure out the root of square 

difference between two points or co-ordinates of pair of 

objects. 
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K-means algorithm main objective is to minimize squared 

error function represented by (2). 
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Where, J is the objective function, k is the number of 

clusters, n is the number of cases and c is the centroid for 

cluster j. 

C. Elbow method 

The oldest method for determining the true number of 

clusters in a data set is inelegantly called the elbow method 

[17]. The blueprint of the elbow method is to run k-means 

clustering on the dataset for a range of values 

of k (say, k from 2 to 10), and for each value of k calculate 

the sum of squared errors (SSE). Then a line chart of the SSE 

for each value of k is plotted. If the line chart looks like an 

arm, then the "elbow" on the arm is the value of k that is the 

best. The purpose is to seek for a small SSE, but SSE tends 

to depreciate with increasing value of k. So our goal is to 

choose a small value of k that still has a low SSE, usually 

represented by the elbow. 

IV. METHODOLOGY 

The approach used by us mainly consists of four steps. 

Firstly, the source program is selected and test cases for the 

same are generated. Then in the next step we prepare the 

dataset using the test cases generated for the source program. 

In the third step we apply the clustering algorithm to the 

dataset prepared in the previous step and use the elbow 

method to predict the accurate value of k. Finally, the 

clustered results are saved and appropriate filters are applied 

to eliminate redundant test cases. Figure 1 represents the 

proposed methodology in detail. 

A. Selection of source program and test case generation 

We have used the famous triangle problem [18] to 

demonstrate the application of our proposed methodology. 

The program accepts three variables as input and returns the 

type of triangle formed as output. In order to execute the 

program we have used an IDE for Java called Eclipse SDK 

4.6.3. It is the most widely used IDE that provides a base 

workspace and can be easily customized due to its extensible 

plug-in system. The details of the test cases generated are 

shown in Table 1. A set of 500 test data was randomly 

generated and was executed using Junit 4.12 a unit testing 

framework for Java. 

B. Preparation of Dataset 

Using the outputs generated by the Junit we prepared our 

dataset containing the test id, input arguments supplied to the 

source program and expected output for each test case. A 

sample of the data set is shown in the Figure 2. This dataset 

contains 500 test cases input and expected output values. The 

attributes used in the dataset are described in the Table 2. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Representation of the approach 

Table 1. Description of test cases generated for Triangle Problem 

 
Si. 

No. 
Description No. of Test Cases 

1. Not a Triangle 76 

2. Equilateral 75 

3. Isosceles 59 

4. Scalene 89 

5. Length of the first side is invalid 75 

6. Length of the second side is invalid 57 

7. Length of the third side is invalid 69 

Total 500 

 

Figure 2. Sample dataset 

Select the source program and generate test cases 

Prepare the dataset and load it in WEKA tool 

Apply k-means algorithm for different values of k 

Estimate the correct value of k using elbow method 

Save the clustered result for the value of k obtained from 

above step 

Open the obtained clustered result in WEKA and apply 

appropriate filter to eliminate redundant test cases 

Save the output to retrieve reduced number of test cases 
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C. Applying k-means algorithm and elbow method 

Next, the above prepared dataset is converted to csv format 

and loaded into WEKA [19] for clustering. We employed k-

means clustering algorithm on our dataset for different values 

of k (2, 3, and so on) and plotted the graph for each value of 

k against the sum of squared errors generated by Weka as 

shown in Fig. 3. Using the graph we are able to identify the 

suitable value of k, here 7 as an elbow is formed at this value 

of k. The cluster file formed by applying k-means (for k=7) 

is saved in the arff format. 

D. Identification and elimination of redundant test cases 

The arff file obtained from the above step is loaded again 

into WEKA and suitable filters are applied for identification 

and elimination of redundant test cases. In our approach we 

have used unsupervised filter that applies sampling algorithm 

to produce a random subsample of the dataset. After applying 

the filter we obtain reduced number of test cases detailed in 

the Table 3. 

Table 2. Dataset attributes 

 
Attribute 

Name 
Attribute Description Data Type 

TestId A sequential identifier for a test case String 

Input a Fist input to a test case Numeric 

Input b Second input to a test case Numeric 

Input c Third input to a test case Numeric 

Expected 
Output The expected output of a test case String 
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Figure 3. Graph for Elbow method 

 

Table 3. Description of reduced test cases generated for Triangle Problem 

 

Si. 

No. 
Description 

Reduced number of Test 

Cases 

1. Not a Triangle 19 

2. Equilateral 14 

3. Isosceles 10 

4. Scalene 20 

5. 
Length of the first side is 

invalid 
19 

6. 
Length of the second side is 

invalid 
5 

7. 
Length of the third side is 

invalid 
13 

Total 100 

V. RESULTS AND DISCUSSION 

The result evaluation is done by comparing the number of 

test cases generated originally to the reduced number of test 

cases as shown in Figure 4. Table 4 shows percentage of 

correctly classified instances and incorrectly classified 

instances along with weighted average of F-measure for each 

value of k used in our experiment. 

From the above table we can see that for k=7 we have 100% 

correctly classified instances which is the highest in 

comparison to results obtained from other values of k. Also, 

the weighted average of F-measure reaches its perfect value 

1 for k=7.  

With the help of clustering technique the number of test 

cases required to test the program are reduced. This in turn 

will reduce the amount of time required to test programs with 

large number of lines used in industry and also the cost. 
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Figure 4. Graph showing original number of test cases vs reduced 

number of test cases  
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Table 4. Percentage of Correctly classified instances, incorrectly classified 

instances and Weighted average of F-Measure 

 
Value of K Correctly 

classified 

instances 

Incorrectly 

classified 

instances 

Weighted 

average of 

F-measure 

2 97.8% 2.2% 0.978 

3 98% 2% 0.980 

4 95.2% 4.8% 0.952 

5 96.6% 3.4% 0.966 

6 98.6% 1.4% 0.986 

7 100% 0% 1.000 

8 99.6% 0.4% 0.996 

9 98.6% 1.4% 0.986 

10 99.2% 0.8% 0.992 

VI. CONCLUSION AND FUTURE SCOPE  

In this paper we present a mining approach, k-means along 

with elbow method to correctly estimate the value of k in k-

means algorithm and their applicability in reducing the 

number of test cases by eliminating the redundant test cases. 

In future, we would like to include more parameters like 

cyclomatic complexity, branch coverage and method 

coverage in our dataset to enhance the effectiveness of our 

approach. Also, we would like to extend our work on large 

programs. 
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