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Abstract— Cloud computing provides unlimited on-demand resources and services through remote servers based on pay-per-

use model. It includes Software-as-a-Service (SaaS), Platform-as-a-Service (PaaS) and Infrastructure-as-a-Service (IaaS). 

Cloud computing facilitates efficient utilization of computing resources in large-scale cloud data centers. Day-by-day, 

increasing usage of cloud computing services leads to increasing energy consumption and operational cost. Moreover, it 

produces high amount of Co2, causing huge environmental damage. Heavy usage of cloud data centers has also become a 

problem to sacrifice system performance and Quality of Services (QoS). In order to overcome these problems, an efficient job-

scheduling algorithm is required to reduce energy consumption and execution time without diminishing performance of the 

system. Apart from this, a green cloud data center plays a significant role in cloud computing to reduce Co2 emissions. Energy-

efficient heuristics model is used to find an optimal solution for executing jobs of varying sizes and timings. In this paper, 

using Dynamic Voltage Frequency Scaling (DVFS), we introduce Energy-Efficient Job Scheduling (EEJS) algorithm to green 

cloud data centers. Our proposed algorithm is compared to Energy-Conscious Scheduling algorithm (ECS) and Green Energy-

Efficient Scheduling algorithm (Green-EES). Experimental results are evaluated using CloudSim 3.0.3 toolkit and simulation 

results are validated in low-, medium-, and high-workload conditions. Compared to other two algorithms, EEJS demonstrates 

reduced energy consumption and execution time without violating Service Level Agreements (SLA). 
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I.  INTRODUCTION  

Cloud Computing provides enormous resources such as 

servers, storage, networks and databases. It also offers shared 

pool of computing resources with minimum management 

efforts. The goal of energy-efficient computing is to provide 

efficient use of computing resources that generate less heat 

and cooling system to achieve moderate temperature [1-2]. 

To maintain energy efficiency in cloud data center measures 

such as efficient job/task scheduling, personalized virtual 

machine creation and migration, appropriate resource 

utilization, balancing data center load, switching-off of idle 

servers are needed. Recently, International Energy Agency 

(IEA) highlighted numerous benefits provided by cloud data 

centers such as energy saving, environmental sustainability, 

increased asset values, macro-economic development, 

industrial productivity, energy security, energy access, 

energy prices, public budgets, disposable income and 

reduced local air pollution [3]. Even then, provided benefits 

are not sufficient to cater the needs of million users 

increasing every day. Thus, increasing access of 

internet/cloud data centers leads to high operational cost and 

reduced return on investment (ROI). Moreover, cloud 

providers have to spend more money in order to get 

maximum utilization of cloud resources. Sometimes, 

providers are third-party agents and their expenses are 

directly borne by the cloud users either knowingly or 

unknowingly. To avoid such problems, we have focused on 

reducing energy consumption and execution time for 

increasing resource utilization of cloud data centers. 

Traditional energy-saving algorithms are typically focused 

on current CPU workload and allocate jobs accordingly. In 

this paper, we have proposed energy-efficient heuristics job 

scheduling algorithm using DVFS technique to allocate jobs 

in dynamic cloud environment. Heuristics model is used to 

find an optimal solution when job size varies for different 

users. Besides, it is designed to identify feasible solution 

with less computational complexity. The proposed algorithm 

works based on parallel heuristics model and runs several 

jobs in parallel. This model supports VM manager to locate 

all available virtual machines and allocate jobs accordingly.          

The rest of this paper is organized as follows: Section 2 

discusses related work and Section 3 demonstrates green 
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cloud architecture. Section 4 discusses problem model and 

Section 5 discusses proposed work. Section 6 discusses 

experimental analysis and results. Conclusion and future 

scope of work are described in Section 7. 

 

II. RELATED WORK  

Energy-efficient job scheduling mainly focuses on 

maximizing CPU utilization, minimizing resource utilization 

and carbon emission. DVFS technique plays an important 

role in reducing energy consumption in all electronic devices 

such as desktop, laptop, handheld devices like mobile 

phones, PDAs (Personal Digital Assistant) and smart 

watches. Thandar Thein et al. [4] have proposed a framework 

in which they show effective performance for achieving the 

high data center energy efficiency and preventing Service 

Level Agreement (SLA) violation. This framework works 

based on Reinforcement Learning (RL) mechanism and 

Fuzzy Logic for green solutions. Ali Naghash Asadi et al. [5] 

have evaluated the power consumption and performance 

measures using Stochastic Activity Networks (SANs). In 

addition, they have discussed a problem whether servers 

execute different or same number of VMs.  

 

Ning Liu et al. [6] have proposed job scheduling 

algorithm for minimizing energy consumption in cloud data 

centers, where they stress on less response time and 

minimum number of active servers needed to execute a task 

using greedy task scheduling algorithm. To minimize energy 

expenditure, they have applied Most-Efficient-Server-First 

task scheduling algorithm. However, they have discussed 

energy consumption without focusing on operational cost 

and SLA violations. Xingjian Lu et al. [7] have studied 

geographical job scheduling in heterogeneous cloud data 

centers, where they have proposed two new models, namely 

Joint Job Scheduling and Alternating Direction method. Joint 

job scheduling model is used to find optimal distribution of 

jobs over each data center and it works based on alternating 

direction method. 

 

In our earlier research work [8], we have discussed 

various job-scheduling algorithms and its performance 

metrics.  Energy-efficient job scheduling algorithms focus on 

performance metrics such as execution time, makespan, 

waiting time, response time, scalability, reliability, resource 

utilization and so on. Finally, we have concluded that future 

research should focus more on energy consumption to reduce 

operational cost of cloud data centers. A V Karthick et al. [9] 

have proposed Multi-Queue Job Scheduling algorithm using 

burst time and experimental results in dynamic cloud 

environment to avoid starvation problem. Dynamic job 

selection helps to utilize unused free space for increasing 

resource utilization. Nowadays, many algorithms are 

available for job scheduling instead of conventional 

algorithms. However, proposed work is compared to 

traditional job scheduling algorithms, namely First Come 

First Serve (FCFS) and Shortest Job First (SJF) scheduling 

algorithm. Chien-Hung Chen et al. [10] have introduced 

deadline-constrained job scheduling for heterogeneous cloud 

and their experimental results were tested using MapReduce 

software. They have proposed Bipartite Graph Modelling 

called, BGMRS, to reduce execution time and increase node 

performance. If active jobs violate predefined deadline, then 

BGMRS can minimize the number of jobs placed on data 

locality. However, they have not focused on energy 

consumption of jobs in deadline-constrain model. 

 

Sindhu S et al. [11] have proposed efficient task 

scheduling algorithm to reduce turnaround time and improve 

resource utilization. In this paper, they have discussed two 

new algorithms, namely Longest Cloudlet Fastest Processing 

Element (LCFP) and Shortest Cloudlet Fastest Processing 

Element (SCFP). Each task is assigned based on 

computational complexity and computing capacity. 

However, they have validated experimental results without 

concentrating on performance of the system. Anton 

Beloglazov et al. [12] have discussed detailed survey on 

energy-efficient cloud data centers. They have explained 

causes and problems of high power consumption of data 

centers. In each section, they have discussed energy-efficient 

computing system focusing on hardware, software, operating 

systems, virtualization and data center design. Bin Hu et al. 

[13] have investigated dynamic task scheduling via Policy 

Iteration Scheduling (PIS) approach. For dynamic changes of 

workload in cloud data centers, they have focused on 

hardware updation and task queuing. Meanwhile, PIS 

facilitates to optimize each task independently and reduce 

total execution time. However, they have discussed 

execution time without focusing on energy consumption and 

SLA violation of task.   

 

Auday Al-Dulaimy et al. [14] have investigated design 

and implementation of dynamic virtual machine placement 

for energy-efficient data centers. It includes VM placement 

and VM consolidation to improve energy efficiency. 

Multiple Choice Knapsack Problem achieves VM selection, 

placement and migrations. However, they have discussed 

efficient VM strategies for energy consumption without 

covering SLA violations. Ziqian Dong et al. [15] have 

proposed energy-efficient task scheduling using greedy 

approach. Moreover, “Most Efficient Server First” 

scheduling algorithm is used to minimize energy 

consumption and response time. Greedy task scheduler 

monitors the number of active servers running on a physical 

machine and controls high-energy consumption. Mateusz 

Zotkiewicz et al. [16] have discussed two approaches such as 

workflow scheduling and energy-aware task scheduling. 

Virtual deadline is assigned to each task, which it executes 

without disturbing other tasks. Each task is dynamically 

assigned based on active server network link and available 

computing resources. Moreover, implementation of energy-
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efficient task scheduling is done by minimum-dependencies 

energy-efficient directed acyclic graph (MinD+ED) model. 

Marco Polverini et al. [17] have discussed problem of 

scheduling batch jobs distributed in geographical data centers 

where they have introduced provably-efficient online 

algorithm called, GreFar, for optimizing energy cost and 

temperature control. 

III. GREEN CLOUD ARCHITECTURE 

Green cloud architecture with multiple resources is 

shown in Fig.1. In this figure, each layer illustrates the role 

of individual component and usage model. In addition, VM 

manager acts as an administrator/controller and allocates 

VMs according to current job requirement. 

 

 

 

 

 

 

 

 

 

 

 

Figure.1 Green cloud architecture 

 

a) Users & Jobs: Users send their jobs to cloud interfaces. 

Once request has been received from cloud users, 

service provider searches and allocates appropriate 

virtual machines matching the job size. 

b) Green Service Allocator: Once job gets appropriate 

VMs, allocator acts as a service broker between users 

and cloud infrastructure. In addition, energy-efficient 

heuristics job scheduling algorithm involves the 

following: 

i. Green Negotiator: Improving QoS in cloud data centers, 

green negotiator calculates usage prices for SLA 

violation and resource utilization. Energy-saving scheme 

is also included in this layer and penalties are added to 

prices when users make SLA violations.  

ii. Service Analyzer: Analyzes service requirements before 

executing a job. It will reduce huge server load and 

energy consumption. 

iii. Consumer Profiler: Collects necessary information 

about the users for giving priorities to privileged 

customers. 

iv. Pricing: Calculates usage charges based on service 

request and resource requirements.  

v. DVFS: Dynamic energy consumption is calculated 

using DVFS technique. It will reduce energy 

consumption via dynamic voltage and frequency scaling 

factors.   

vi. Energy Monitor: Monitors energy consumption of each 

virtual machine and physical server. Periodical reports 

are sent to VM manager for reducing energy 

consumption and increasing resource utilization.  

vii. Service Scheduler: Service scheduler calculates weight 

of each job and allocates resources for appropriate VMs.  

viii. VM Manager: Monitors overall physical and virtual 

machine execution status and finds availability of free 

VMs for new arrival jobs. 

ix. Accounting: Monitors and maintains complete usage of 

resource and service cost. It will help the service 

providers to increase number of cloud users in future. 

x. SLA: Service Level Agreement involves overall 

agreement between user and provider. It includes types 

of resources are requested by the user and duration of 

usage.   

c) Servers, VMs and Resources: Each server has multiple 

VMs and resources like CPU, memory/RAM and 

network interfaces. Servers and resources are allocated 

to particular user based on current job requirement. 

IV. PROBLEM MODEL 

Cloud computing distributes on-demand resources such 

as disk storage, CPU, memory and network interfaces in 
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heterogeneous cloud data centers. Heavy usage of cloud data 

centers increases many computational issues in dynamic 

cloud environment. Efficient utilization of cloud resources 

reduces energy consumption and minimizes operational cost. 

In this paper, we have proposed energy-efficient job 

scheduling algorithm for efficient utilization of cloud 

resources to find available resources in cloud data centers 

and allocate those resources to VMs. The aim of this paper is 

utilizing energy-efficient job scheduling algorithm, to utilize 

minimum resource and provide maximum befit to both cloud 

users and providers.  Energy consumption is closely related 

to DVFS technique and includes three parameters: frequency 

(f), capacitance (c) and voltage (v). Adjusting such 

parameters either low/high according to the workload 

enables to reduce energy consumption. The following 

definitions are involved to formalize such scenario: 

Definition 1: 

S = {S1,S2,S3,S4……,Sn}, where S denotes server and 

S1,S2,S3,S4……Sn indicate number of servers residing in a 

single data center. Each server has limited capacity and 

resources. Based on server capacity, VM manager can 

allocate jobs to the server or else decide to create new VMs. 

Each server has maximum (Rmax) and minimum (Rmin) 

resources. 

      

                                                , ,    ,        (1) 

 

 

             

          ,        (2) 

 

       

               ,                      (3)

                                                          

 

     ,         (4)

  

                                        

        .         (5)

              

Definition 2: 

VM = {VM1,VM2,VM3,..,VMn}, where VM denotes the 

virtual machine. Then VM1,VM2,VM3,...,VMn are considered 

as number of virtual machines residing in a server. Each VM 

has minimum (Fmin) and maximum (Fmax) working frequency:

  

            .         (6) 

 

Definition 3: 

J = {J1,J2,J3,J4…….Jn}, where J denotes the job and 

J1,J2,J3,J4…….,Jn are number of jobs from single user. 

Working frequency of each job is considered as Fmin and 

Fmax: 

             

           .         (7) 

                          

Definition 4: 

SLA defines a commitment between service provider 

and a user. It ensures that quality, availability and 

responsibility as agreed between both parties [18]. Besides, it 

is designed as either lower or higher level SLA based on 

resource requirement of each job. A job is assigned by 

various SLA parameters such as type of service, service 

duration, performance level, monitoring process, reporting 

etc., Service providers may levy heavy penalties on users for 

violating SLA conditions. To avoid such instants, the 

following constraints are defined:  

 

 Let N be = the total number of SLA level  

 Let L be = each level of SLA 

 Lower and higher level SLA ranging from 0≤L≤N-1 

 Lower SLA Level = minimum resource requirement 

 Higher SLA Level = maximum resource requirement   

 

SLA levels and number of VMs are shown in Table 1. 

Lower level SLA is assigned to minimum resource usage and 

higher-level SLA is assigned to maximum resource 

requirement. Let N be the total number of SLA levels and L 

be the individual level. SLA allocation constraints are 

addressed ranging from 0 to N-1, 0≤L≤N-1. Lower level 

SLA initiates from 1–to–100 and higher-level SLA is 

assigned based on the dynamic load of current job.  
 

Table 1. SLA Levels and Number of VMs 

SLA Level Number of VMs 

0                  1–100 
1                  101–200 
2                  201–300 
3                  301–400 
4                  401–500 
5                  501 and above 

 

Definition 5: 

Power and energy model [19] can be defined as: 
     

             ,           (8) 

    

               ,                       (9)  

 

where P is power, W is total work done by period of time 

interval, T is period of time and E is energy. Dynamic power 

consumption is considered as:  

                                                        

               ,       (10) 

        

where a is switching activity, c is physical capacity of server, 

v is supply voltage and f is working clock frequency. 

Therefore, power consumption of server is defined as:   

      

                ,      (11) 
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where P is estimated power consumption, Pidle is power 

consumption of an idle server, Pbusy is power consumption of 

active server when fully utilized and u is active CPU 

utilization of server. 

V. PROPOSED WORK  

The primary performance goal of computing systems is 

to reduce execution time while increasing throughput. To 

achieve these systems, developers focus on creating high 

performance computing. Y C Lee et al. [20] addressed the 

problem of scheduling precedence-constrained parallel 

applications on multiprocessor computer systems. They have 

proposed an algorithm called, Energy Conscious Scheduling 

heuristics (ECS and ECS+idle), for reducing energy 

consumption using dynamic voltage scaling (DVS). In ECS 

algorithm, they have applied Relative superiority (RS) and 

Makespan-Conservative Energy Reduction (MCER) 

techniques for optimizing system performance. Chia-Ming 

Wu et al. [21] have introduced Green Energy-Efficient 

Scheduling (Green-EES) algorithm for increasing resource 

utilization and reducing energy consumption. In that 

algorithm, the weight of each virtual machine is arranged in 

an increasing order wherein, heavy-weight job have to wait 

for long time to get appropriate VM. To overcome this 

problem, we have proposed Energy-Efficient Job Scheduling 

heuristics (EEJS) using DVFS technique for green cloud data 

centers. In this algorithm, VM manager has to monitor current 

CPU load and allocate jobs according to VM requirement. 

Decreasing order of VM weight helps VM manager to 

allocate jobs with less energy consumption and reduced 

execution time. Algorithm 1 demonstrates less execution time 

and energy consumption of VMs residing and executing in a 

server. 

  

Algorithm 1. Energy-Efficient Job Scheduling (EEJS) Algorithm 

Input : job and SLA level 

Output : job allocation 

Abbreviations VMM is Virtual Machine Manager 

Wi is weight of virtual machine 

Pi is unit power cost 

Ri is resource usage cost 

1  Receives job and SLA level from user 

2  Search and select available VM  

3  Calculate VMWeight Wi = Pi * Ri 

4  VMWeight.sortDecreasingorder() 

5  if (VMWeight = = jobWeight) || (VMWeight > jobWeight) 

6                    allocate VM ← job 

7                    else if (VMWeight < jobWeight) goto step 2 

8                           else (jobWeight != VMWeight) && (VMWeight = = 0) then 

9                                      VMM ← noAvailableVM 

10                                      VMM←suspendedServerlist, goto step 18 

11                            end if 

12                     end if 

13  end if 

14  if (suspendedServer = = NULL) 

15                    jobAssignment.failure() goto step 20 

16                    jobMoveTo.waitState(), goto step 2 

17           else           

18                  ServerList.add(suspendedServer), goto step 3 

19  end if          

20  VMM ← jobAssignmentResult() 

 

VI. PERFORMANCE ANALYSIS AND RESULTS 

DISCUSSION 

 

A. Experimental Setup 

 

The implementation of cloud computing research work 

in real world is more expensive and difficult to conduct 

repeatable experiments. Therefore, to ensure the repeatability 

of experiments, we have chosen Cloudsim 3.0.3 toolkit as a 

simulation platform. Cloudsim is a library for the simulation 

of cloud scenarios, which comprises of power management, 

network management, memory management etc., It also 

provides essential classes for describing data centers, 

computational resources and virtual machines for scheduling 

and provisioning resources in cloud environment [22]. In our 

experiment, each job is composed of 1000, 2000 or 

3000MIPS instructions with one CPU core for each physical 

machine. In addition, 16GB RAM, one TB of storage space 

is allocated for performance evaluation. The power 

consumption for each host is ranging from 175W to 250W. 

In which, 175W is consumed when a host is in 0% utilization 

and 250W for 100% CPU utilization. Besides, each VM 
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needs 1 CPU core and 250, 500, 750 or 1000MIPS, 128MB 

RAM and 1 GB storage space used. 

 

B. Simulation Results 

 

Energy-efficient job scheduling enhances system 

performance and increases higher potential growth of cloud 

usage. In this section, we have elaborated on execution time 

and energy consumption of cloud data centers. We have 

evaluated our simulation results in Cloudsim toolkit and 

three workload categories are considered for comparison: 

low, medium and high. These three variations can help 

identify performance analysis of CPU workload easily. 

Moreover, we have validated our test results compared with 

three scheduling algorithms, namely Energy-Conscious 

Scheduling, Green Energy-Efficient  scheduling and Energy-

Efficient Job Scheduling. The reason for choosing these three 

algorithms is that they work with reduced energy 

consumption. While comparing these algorithms, our 

proposed EEJS algorithm consumes less energy and 

execution time.  In addition, SLA violation rules are also 

defined before allocating any jobs to the VM. Table 2 shows 

performance analysis of execution time and energy 

consumption in low-, medium-, and high-workload 

conditions.

 

Table 2. Performance analysis of Execution Time and Energy Consumption 

Algorithm 
Low-workload 
Execution Time 

(Sec.) 

Low-workload 
Energy Consumption 

(kWh) 

Medium-workload 
Execution Time  

(Sec.) 

Medium-workload 
Energy Consumption 

(kWh) 

High-workload 
Execution Time 

(Sec.) 

High-workload 
Energy Consumption 

(kWh) 

Energy-

Conscious 
Scheduling 

(ECS) 

63 3.67 342 74.49 770 118.50 

70 4.33 379 80.12 802 124.41 
79 4.70 388 85.47 846 130.39 

93 5.33 419 96.32 880 136.76 

112 5.74 439 101.55 924 141.17 
123 6.43 458 115.10 975 146.33 

139 7.16 472 120.00 1001 153.10 

155 7.78 483 127.52 1047 160.67 
167 8.05 500 134.95 1052 169.36 

178 8.60 510 141.33 1097 178.16 

Green 

Energy-
Efficient 

Scheduling 

(Green-
EES) 

59 3.34 376 85.86 735 110.72 
65 3.69 389 90.02 774 119.86 

74 4.22 400 98.76 800 125.84 

89 4.69 432 106.32 832 130.16 
100 5.03 451 115.95 870 137.69 

111 5.41 465 126.12 904 141.07 

130 6.00 486 134.67 935 147.62 
147 6.72 502 150.29 976 153.36 

153 7.33 512 166.55 991 160.10 

161 8.19 523 179.95 1062 165.44 

Energy-

Efficient 
Job 

Scheduling 

(EEJS) 

54 2.97 320 70.04 683 103.77 

59 3.26 352 76.43 712 111.33 

66 3.59 376 80.17 756 119.67 
75 3.85 389 87.12 793 122.62 

89 4.10 410 93.47 826 127.13 

96 4.55 423 99.70 870 130.00 
110 5.20 444 106.59 900 135.36 

125 5.93 455 110.32 929 141.10 

138 6.55 467 118.76 946 146.27 
147 7.16 495 124.99 980 154.32 

 

Fig. 2 shows execution time of jobs with low-workload 

simulation. In this simulation, we have chosen job size 

ranging from 10000MIPS to 19000MIPS (Million Instruction 

per Second) which increases by 1000MIPS every step. The 

execution time of low-workload job with 10000MIPS 

executed by ECS is 63sec, by Green-EES is 59sec and by 

EEJS is 54sec. Meanwhile, when increasing job size, 

execution time also gradually increases. The execution time 

taken by ECS, Green-EES and EEJS for executing a job of 

19000MIPS is 178sec, 161sec, and 147sec, respectively. 

Therefore, simulation results have shown that compared to 

ECS and Green-EES, EEJS has reduced execution time in 

low-workload condition.  

 

Fig. 3 shows comparison between ECS, Green-EES and 

EEJS energy consumption of jobs on low-workload 

condition. Energy consumption of each job is measured by 

kilowatt-hour (KWh). The mean energy consumption of job 

of 10000MIPS executed by ECS is 3.67kWh, by Green-EES 

is 3.34kWh and by EEJS is 2.97kWh. The energy 

consumption of job with 19000MIPS is 8.60kWh, 8.19kWh 

and 7.16kWh. Moreover, EEJS consumes 19% less energy 

consumption compared to ECS and 11% less energy 

consumption compared to Green-EES while executing a job 

size of 10000MIPS. Thus, EEJS consumes 17% less energy 

consumption compared to ECS and 13% less energy 
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consumption compared to Green-EES while executing a job 

size of 19000MIPS.  Therefore, experimental results prove 

that EEJS consumes less energy consumption than ECS and 

Green-EES algorithms in low-workload condition. 

 

Fig. 4 shows execution time of jobs with medium-

workload simulation. In this simulation, we have chosen job 

size ranging from 30000MIPS to 66000MIPS successively 

increasing by 4000MIPS gradient. The execution time of 

medium-workload job with 30000MIPS executed by ECS is 

342sec, by Green-EES is 376sec and by EEJS is 320sec. In 

this result, ECS and EEJS execution timings are reduced 

compared to Green-EES. The execution time taken by ECS, 

Green-EES and EEJS for executing a job of 66000MIPS is 

510sec, 523sec, and 495sec, respectively. Therefore, 

simulation results have shown that EEJS execution time of 

medium-workload is reduced compared to ECS and Green-

EES.  

 

Fig. 5 shows comparison between ECS, Green-EES and 

EEJS energy consumption of jobs on medium-workload 

condition. The mean energy consumption of job of 

30000MIPS executed by ECS is 74.49kWh, by Green-EES is 

85.86kWh and by EEJS is 70.04kWh. The energy 

consumption of job with 66000MIPS is 141.33kWh, 

179.95kWh and 124.99kWh. Consequently, EEJS consumes 

6% less energy consumption compared to ECS and 21% less 

energy consumption compared to Green-EES while 

executing a job size of 30000MIPS. In addition, EEJS 

consumes 12% less energy consumption compared to ECS 

and 31% less energy consumption compared to Green-EES 

while the job size is 66000MIPS.  Therefore, experimental 

results have shown that EEJS consumes less energy 

consumption than ECS and Green-EES algorithms in 

medium-workload condition. 

 

Fig. 6 shows execution time of jobs with high-workload 

simulation. In this simulation, we have chosen job size 

ranging from 100000MIPS to 220000MIPS, which increases 

by 12000MIPS every step. The execution time of high-

workload job with 100000MIPS executed by ECS is 770sec, 

by Green-EES is 735sec and by EEJS is 683sec. In this 

result, EEJS execution time is reduced compared to Green-

EES and ECS. The execution time taken by ECS, Green-EES 

and EEJS for executing a job of 220000MIPS is 1097sec, 

1062sec, and 980sec, respectively. Therefore, simulation 

results have shown that EEJS execution time of high-

workload is reduced compared to ECS and Green-EES.  

 

Fig. 7 shows comparison between ECS, Green-EES and 

EEJS energy consumption of jobs on high-workload 

condition. The mean energy consumption of job of 

100000MIPS executed by ECS is 118.50kWh, by Green-EES 

is 110.72kWh and by EEJS is 103.77kWh. The energy 

consumption of job with 220000MIPS is 178.16kWh, 

165.44kWh and 154.32kWh. Meanwhile, EEJS consumes 

12% less energy consumption compared to ECS and 6% less 

energy consumption compared to Green-EES while 

executing a job size of 100000MIPS. Thus, EEJS consumes 

13% less energy consumption compared to ECS and 7% less 

energy consumption compared to Green-EES while the job 

size is 220000MIPS.  Therefore, experimental results have 

shown that EEJS consumes less energy consumption than 

ECS and Green-EES algorithms in high-workload condition. 

 Fig.2 Execution time of jobs in low-workload condition 

 Fig.3 Energy consumption of jobs in low-workload condition 
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 Fig.4 Execution time of jobs in medium-workload condition 

 Fig.5 Energy consumption of jobs in medium-workload condition 

 Fig.6 Execution time of jobs in high-workload condition 

 Fig.7 Energy consumption of jobs in high-workload condition 

VII. CONCLUSION 

Cloud computing is an emerging technology that 

provides wide range of on-demand virtual resources over the 

internet. Energy-efficient heuristics cloud computing 

facilitates reducing energy consumption and increases 

resource utilization. Meanwhile, uninterrupted services lead 

to more energy consumption and increasing operational cost. 

In this paper, we have focused on efficient job scheduling 

algorithm for reducing energy consumption and execution 

time of cloud data centers. Evaluations of test results were 

compared to three scheduling algorithms, namely Energy-

Efficient Job Scheduling (EEJS), Energy-Conscious 

Scheduling (ECS) and Green Energy-Efficient Scheduling 

(Green-EES). Our proposed EEJS algorithm works efficiently 

based on parallel heuristics model in low-, medium-, and 

high-workload conditions. We have validated our simulation 

results using Cloudsim toolkit for substituting different 

workload inputs. Therefore, compared to ECS and Green-

EES, our proposed EEJS experimental results demonstrate 

less energy consumption and execution time without 

compromising performance of the system. In future, we have 

planned to work with more parameters to increase scalability, 

reliability and reduce operational cost. 
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