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Abstract— The web is full of the content which is either in complete or semi unstructured form and retrieving the essential 

data out of this unstructured form is very difficult so the concept of the information extraction (IE) keeping in view the 

necessary parameters becomes highly essential. This paper presents a comparative study for how the problem of information 

extraction can be handled for a dataset by taking the first step towards IE of named entity recognition (NER) into 

consideration. Various classifiers/techniques and impact of pipeline on some of them is discussed in this paper for NER and 

based on the results with keeping the due response time into consideration the classifier/technique of conditional random fields 

for NER serves out to be the best with an average recall and precision of 0.97 each helping in predicting efficiently of whether 

a given word is a part of the named entity or not. The automation in the field of medical science for search of the patient for 

clinical trials from the clinical databases serves to be the most important area of concern at the present time & this paper 

provides an approach for choosing the technique according to parameters, also discussing the results of the novel algorithmic 

approach. 
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I.  INTRODUCTION  

 

Today the web is full of the data which is generally not 

available in a well structured form also the pertaining need 

for the evaluation of the electronic health records which is 

the freely available text for essential supply of the knowledge 

for recruitment of the trial of the patients in the medical 

science serves out to be the most essential concern at present. 

This data can only be processed and made available to the 

experts of the medical science on real time basis by the data 

scientists. [1] Here is the place where the automated engines 

facilitating information extraction with real time evaluation 

make the task easy and less cumbersome. Machine learning 

is the ultimate approach to this automated evaluation system 

building, as the focus of it lies in training algorithms in order 

to learn patterns and therefore make predictions from data. 

For highly agile and efficient system is required a proper 

information extraction system & in the information 

extraction domain there lie three important steps: 

1. Named Entity Recognition. 

2. Relationship Extraction. 

3. Template Filing.  

 

This paper dives into the first point of concern i.e., named 

entity recognition with algorithmic approach in order to 

explore which technique serves to best in terms of the  

 

parameters essentially needed like precision, recall, F-score, 

accuracy, response time and finally the evaluation with the 

confusion matrix over the chosen dataset. The entities which 

the named entity recognition extracts are defined categories 

like name of organization, person name, location, 

designation, financial record, time etc. [2] Apart from these 

simple pre defined entities there are also the context based 

entities or the user defined entities which need to be 

considered when dealing with the clinical trial or in general, 

extraction of some specific terms which represent the 

elements which have the unique context compared to the rest 

of the document’s text. The named entities in a document 

could be of any nature from the three classified types: 

1. Entity Names: It represents the name of the person, place 

or an organization of concern and or in general the 

identity of an element either living or non living. 

2. Temporal Expression: The expressions which follow 

some sequence well defined in the time domain or time 

related elements like duration of the work, date, year of 

happening of the event etc. [3] 

3. Numerical Expression: A sentence which constitutes of 

the mathematical symbols, expressions with operators and 

or only numbers. [4] It could depict the most tangible 

entities, expressions with financial records, or in general 

only mathematical expressions.  
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For a given dataset the constituting named entities are often 

not the singular simple units of words but chunks of text and 

therefore it’s a need to have some chunking or parsing model 

which could predict whether a bundle of tokens in the dataset 

belong to the entity or not. In order to do the chunking or 

parsing of the text we need some tools and software means in 

order to achieve our goal of information extraction namely 

the named entity recognition. [5] The essential tools and 

related requirements for each are as follows: 

1. GATE: General Architecture for Text Engineering is a 

software tool (rather an infrastructure) for developing and 

deploying of the essential components that could process 

human language; generally the document or the dataset fed 

to it is in the form of a plain text or an xml format file. Its 

architecture suggests that various elements of the software 

system which process the text or natural language could be 

broken down into the essential resources or various types 

of small components. These resources are: 

i) Language Resources: Generally represent the entities 

like the corpora, ontology or various lexicons of the 

text. 

ii) Processing Resources: Generally represent the entities 

of algorithmic form like n-gram modelers, generators 

etc. 

iii) Visual Resources: Generally represent the editing or 

the visualization components which participate in the 

GUIs. 

Out of these resources only language & processing 

resources components of the GATE have been used in this 

work of evaluation along with other essential 

functionalities of the architecture like ANNIE for building 

of the pipeline and development of the corpus from the 

downloaded dataset from ClinicalTrials.gov for the cancer 

in the region of Shimla. ANNIE (A Nearly-New 

Information Extraction System) is a processing resources 

functionality of the GATE which allows the annotations 

and the pipeline designing function for developing a 

corpus well suited for information extraction out of the 

given unstructured dataset. At the end of this paper a novel 

algorithmic approach [6] is used that functions similarly to 

the CRF. 

2. Python: General purpose programming language, which 

means it can be used and provide commands to the 

computer in a variety of ways i.e., in all kinds of platforms 

and all kinds of applications. It also is a multi-purpose 

language meaning it can be used for scripting, web design, 

GUI, etc. Python code is extremely expressive and 

readable and is cross platform. [7] Python is an interpreted 

language meaning that whatever code is written gets 

directly interpreted without any compilation time loss 

which makes python the best choice for many artificial 

intelligence scientists. The essential python libraries used 

in this research work are as follows: 

i) NLTK: An open source python library that holds the 

modules, linguistic data & documentation necessary for 

research and the development of natural language 

processing systems with multi platform support. 

ii) Scikit-learn: This module of the python integrates 

machine learning algorithms with the world of scientific 

python packages and aims providing solutions that are 

simple and easy to the problems of the machine learning. 

It has many features, metrics and dataset models which 

make it the state of the art module for python 

programming and problem solving. 

iii) Numpy: Python library that supports large matrices 

and multidimensional arrays along with a high level of 

the support for the mathematical functions in order to 

operate these arrays and matrices. 

iv) Matplotlib: A python 2-D image plotting library 

with an interactive environment over multi platforms can 

be used to generate bar charts, histograms and other 

variable plots. In this research work it is used to plot 

confusion-matrix. 

v) Pandas: This library is exclusively used for manipulation 

of the data and its analysis. Manipulation of the time 

series and numerical table operations with access to data 

structures is the key feature of this library that’s 

exclusively used in this research work. 

vi) Eli5: The python library works with sklearn or scikit-

learn library of the python in order to show the weights 

and the predictions of the model, in this research work 

it is used for CRF model analysis. [2] 

vii) Itertools: This python module implements iterator 

algebra for a number of the iterator building blocks 

standardizing the core set of highly efficient and fast 

memory tools where the elements are treated as 

unique not on the basis of their values but the essential 

position they are at. This tool is the core heart for this 

research work as text is also evaluated with the pattern 

based estimation analysis and the confusion matrix is 

null without the efficient use of this tool. 

viii) IMP: This module is used to provide the python 

environment an essential interface and the mechanism 

used in order to implement the import statement of any 

constant or a function. 

 

The organization of paper is as follows section 2 describes 

the related work, section 3 explains the classifiers and 

algorithms in use, section 4 explains about technique for 

comparison and classification measures used, section 5 

shows the plots and graphs obtained after comparison and 

after implementation of Stochastic HeHiCl-DFID algorithm. 

Section 6 concludes the paper along with the future scope. 

 

II. RELATED WORK  

 

Huang et al. [1] in his paper describes how the word 

representations via a global context and multiple word 

prototypes can help to make a better word representation 

engine for the machine with a relative efficiency of the 
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machine learning algorithm in concern. The concept of 

corpora framework representation by means of prototypes is 

explored via a context resolution mechanism.  

 

McCallum & Sutton [2] in their work gave a wide range of 

the parameters involved in the CRF algorithm and how this 

algorithm makes an exploration of the search space based on 

the parameter estimation so that the resulting model’s 

distribution is set to the best level over the training examples. 

He gives a complete explanation about the working of the 

CRF model with due respect of the graphical modeling, 

feature engineering and others involved in this algorithm. 

 

Bottou et al. [8] enlightened the concept of the natural 

language processing from the scratch by devising their own 

dataset and making the corpora out of that for training and 

testing of the dataset for information extraction and other 

related corpora activities from the predefined algorithms.  

The machine learning work of [9] gives a deep insight on the 

topic of how to make a structured prediction model for the 

information extraction piece by piece with the annotation of 

the corpus to the data modeling in a pipeline order with due 

consideration of the accuracy and efficiency of the algorithm 

in concern and how the job of relationship extraction is 

carried out.  

 

Rother et al. [10] in the work gave an insight on the shape 

and context modeling with due attention on the topic of the 

machine learning algorithms utilizing the pattern for 

prediction of the text and other numerical or temporal 

context. The multi class objects recognition and classification 

for segmenting text approach used gave a high level of 

accuracy compared to any other modeling method.  

 

In [11] the dynamic model of the conditional random fields 

facilitating the labeling and segmenting of the data for the 

named entities in the corpora of the large dataset with the 

help of the factorized probabilistic modeling approach gave 

the highest accuracy over the dynamic range of operation. 

The work carried over the segmented data shows the 

accuracy level of the CRF algorithm over a range of datasets. 

 

III. ALGORITHMS & CLASSIFIERS 

 

A. Lexical Resources & Scikit-learn base classes 

A very simple collection of the words and or the phrases 

along with the context or the associated information like a 

part of the speech or the simple definition is a lexical 

resource. Usually the lexical resources are created and 

therefore enriched by using the text which is secondary to it. 

Here the concept of utilizing this simple idea of lexical 

entities or the most common entities by remembering them 

for every word and therefore predicting them, for any case 

left off which is not known just predicting it as ‘O’. Scikit-

learn (sklearn library in python) base classes & other inbuilt 

cross-validation tools are used to simply build a simple 

memorization engine for the work of classification and cross-

validation. They are: 

1. BaseEstimator: 

It serves to be the very base class for all the estimators 

that are found in the sklearn library. 

Method: 

get_params() ; set_params(). 

2. TransformerMixin: 

It serves as the Mixin class for all the available 

transformers which are found in the sklearn. 

Method: 

fit_transform(X, y={}). 

3. Model Selection: 

As the name suggests is used for the selection of an 

appropriate model and models used so far in this 

research work are: 

model_select.train_test_split({arrays})  It splits 

the arrays and or matrices into a random train & the 

request test subset. 

model_select.cross_val_predict()    For each input 

data point it generates a cross validation estimate. 

B. Perceptron  

A very simple classification algorithm that tends to be 

suitable for simple large scale learning and by default it: 

 Do not require any deep down learning. 

 Generally is not regularized or to say penalized. 

 Is able to update its model only if it finds mistakes. 

The resulting models in the perceptron are sparser with a 

little loss and the models are quite fast to train as the 

response time recorded by this model outcaste every other 

technique in this research work. 

 

Perceptron model found in the sklearn is the artificial neuron 

i.e., an upgrade of the McCulloch-Pitts neuron model 

concept. Perceptron uses the concept of numerical weights 

that is a measure of importance for inputs, and a mechanism 

for learning those weights. [12] Inputs in the case of 

perceptron are not limited to boolean values and support the 

real input that makes it highly useful and generalized. A 

weighted sum of the inputs is taken and the output is set to 

one only when the actual sum tends to be more than the 

arbitrary threshold  . Here instead of manually coding the 

threshold parameter it is added as one of the inputs with the 

average weight   as shown in figure1 that makes it more 

learnable to the commands provided in the future. 

 
Figure1. Concept Model of the Perceptron 
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This concept of the perceptron model for predicting the 

future outcomes based on the inputs of the past is utilized for 

designing an NER model under the framework of the 

Sigmoid function the characteristic of which are pre defined 

in the sklearn library of the python. 

 

C. Supervised Machine Learning Algorithms 

Machine learning tends out to be the science and the art 

relative to the logic for giving computers the ability to learn 

to make decisions from the data provided to the machine for 

which the machine is not tentatively or explicitly 

programmed for. For example: the machine (mobile or 

immobile) could learn to predict whether an e-mail is a spam 

or no spam giving the content and the sender details. [13] 

This example leads to predict using some labels and hence 

the concept of the supervised learning is explored that uses 

labelled data. In this research work supervised machine 

learning approaches are discussed and widely used to sort out 

a comparative analysis and a bit of the glimpse of the deep 

learning is discussed for future use at the end of this paper.  

 

D. Stochastic Gradient Descent (SGD Classifier) 

It is a simple but still highly efficient approach for the linear 

models as it is particularly useful for the cases when the 

number of samples and the number of effective features is 

very large. The partial_fit method in the sklearn library of the 

python allows out-of-core learning with application on the 

web feature. [14] The classes in the sklearn library like 

SGDRegressor & SGDClassifier provide functionality of 

fitting the linear models for regression & the classification by 

using different penalties & convex (different) loss functions. 

For example by using loss="log", SGDClassifier is able to fit 

a logistic regression model on the other hand by using 

loss="hinge" it's able to fit a linear support vector machine 

(SVM).  In the gradient descent the initial values for the 

coefficients for the function could be 0.0 or a small random 

value. [7] Cost of the coefficients is evaluated by plugging 

these coefficients into the desired function and thereof 

calculating the cost. 

Cost = evaluate (f (coefficient)) 

 

The derivative, a concept from calculus & referred to as the 

slope of the function at a given point cost is then calculated. 

The knowledge of the slope is important so that the direction 

(sign) to move the coefficient values in order to get a lower 

cost on the next iteration is known. 

  = derivative (cost) 

 

As the derivative now gives the knowledge of which 

direction is downhill, an update to the coefficient values can 

thereof be made. Alpha ( ) i.e., the learning rate parameter 

must be specified so that it can control the amount of change 

needed in the coefficients can change on each update. 

Coefficient = coefficient – (  x  ) 

This process is repeated over the cycles til the cost of the 

coefficients comes out to be 0.0 or either close to zero. 

Gradient descent requires one to know the gradient of the 

cost function or the function that is to be optimized. 

 

Randomising the order of the training datasets is the first step 

of the procedure, which is to mix up the order of the updates 

that are made to the coefficients. Mixing up the order for 

updates to the coefficients harnesses a kind of the random 

walk that avoids SGD from getting distracted or stuck and 

makes more exploration of the state space search.  

 

Learning can be much faster by the use of stochastic gradient 

descent for training of the datasets and only a small number 

of passes are required through the dataset to get a good set of 

coefficients as is evident from the results of the model in this 

research work. 

 

E. Passive Aggressive Algorithm (PA Classifier) 

PA algorithm [15] is mainly used for large scale learning and 

like perceptron the algorithm does not require a learning rate, 

the algorithm is a type of the online learning algorithmic 

model. If a dataset is taken of the form  

X ={  ̅̅ ̅,   ̅̅̅,……,   ̅,….}where   ̅      

Y ={  ,   ,……,  ,…..}where      {-1,+1} 

 

where the notation t stands for the temporal dimension in the 

dataset for which the samples could arrive continually for an 

infinite interval of time and can be drawn from same data 

generating distribution. The algorithm has a tendency of 

learning over and over without large parameter 

modifications, but if these dimensional attributes are drawn 

from a completely different distribution, the weights will 

slowly forget the previous one and learn the new distribution 

over time.  

In the equation form for a weight vector w, the prediction 

function is  

  ̃t = sin ( ̅T 
.  ̅t)   

This knowledge of the prediction is widely used in the 

sklearn library of the python for PA algorithm classifier 

which can be used to predict the named entity for the 

evaluation of the NER with effective response time and 

accuracy that is shown in this research work. [15] 

 

F. Naïve Bayes Classifier 

The classifiers which serve to be a collection of the 

classification algorithms based on the Bayes’ Theorem are 

referred to as the Naive Bayes' Classifiers. NBC is not just a 

single algorithm but is a family of algorithms where all of 

them share a common principle for every pair of features 

being classified is independent of each other. 

 

Bayes’ Theorem can be used to find the probability of an 

event occurring, given the probability of another event that 
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has already occurred. Mathematically for two events A & B 

the theorem is defined as follows: 

       
             

    
 

In the algorithm the logic lies is to: 

 Find the probability of an event A given that the event 

B is true and this event B is termed as evidence. 

 Take P(A) as the priori of A that is the probability of 

an event before the evidence is seen where this 

evidence is the attribute value of an instance which is 

unknown. 

 Have P(A|B) as a probability with great priority of 

event B which is termed as the probability of an event 

after the evidence is seen. 

All the logics of the probabilistic model for an event or to 

say for this research work the probability of the lemmas and 

the corpus token values are explored to extract the essential 

dataset values and in order to achieve this the dataset is 

divided into two parts i.e., feature matrix and the response 

vector. [16] Feature matrix constitutes of all the vectors or 

only rows of the dataset in which each vector contains the 

value of the dependent features in the matrix. Similarly, the 

response vector holds the values of a class variable i.e., a sort 

of the prediction or the output for each row of this feature 

matrix with the NB’s fundamental assumption that each 

feature is able to make an equal & independent contribution 

to the outcome. 

 

G. Random Forest Classifier & Pipeline 

RFC is an ensemble algorithm meaning that it combines 

more than one algorithm with same or different kind for 

classifying objects.  RFC can create a set of decision trees 

from randomly selected subset of training set following 

which it then aggregates the votes from different decision 

trees in order to decide the final class of the test object. In 

case if a training set is given of the form: [X1, X2, X3, X4] 

with the corresponding labels as [L1, L2, L3, L4]. RFC creates 

three decision trees taking the input of subset for example; 

 [X1, X2, X3] 

 [X1, X2, X4] 

 [X2, X3, X4] 

RFC therefore predicts based on the majority number of 

votes from each of the decision trees made, that works quite 

well because a single decision tree is always prone to noise 

but by aggregating many decision trees reduces the effect of 

noise giving more accurate results. The subsets in different 

decision trees created by the PFC may have a tendency to 

overlap. Another way of random forest to problem solving is 

by applying the concept of weights for considering the 

impact of result from any decision tree. In this case the tree 

with higher error rate is given a low weight value and vice 

versa that could just increase the decision impact of trees 

with low error rate.  

In the sklearn RF is a kind of a meta-estimator that fits to a 

number of decision tree classifiers on various sub-samples of 

the dataset and uses averaging to improve the predictive 

accuracy and control over-fitting. The sub-sample size in the 

case of the RFC model is always the same as that of the 

original input sample size but the samples are drawn with 

replacement only if the value of the bootstrap is equal to true 

(i.e., the default condition). [17] 

 

The dynamic nature of the RFC makes it as a state of the art 

for designing highly efficient information extraction systems. 

The work of [3] inspired to make a pipeline for the RFC in 

order to check the enhancement provided by the pipeline in 

terms of accuracy and precision but the pipelining and 

extraction on a single platform of NLTK costed for the 

average time response to increase drastically, which led to a 

more efficient concept of CRF. 

 

H. Conditional Random Fields 

In [6] the theoretical modelling of the algorithms for state 

space search were proposed and in the conclusion on 

comparison it was found that the random walk makes the 

more exploration of the state space, now taking every dataset 

with named entities as the state space the concept of CRF 

serves to be the most efficient [18] as is evident from the 

results with the logical part of it discussed exclusively here. 

Denoting x = (x1, x2,……., xm) in a dataset as the input 

sequence or the words of a sentence and s = (s1, s2,….., sm) as 

the sequence of output states or the named entity tags, then 

the conditional random field models the conditional 

probability as 

 p(s1, s2,……., sm|x1,x2,……,xm) 

 

This is obtained by defining a feature map as 

 Φ (x1,….,xm,s1,….sm)   R
d
 

and this maps an entire input sequence x which is paired with 

an entire state sequence s to a d-dimensional feature vector 

after this a modelling of the probability as a log-linear model 

is done with the parameter vector  

w   R
d 
 

         
              

∑                 

 

where,    has a range over all possible output sequences. 

Taking a set of n labelled examples {        }   
  for the 

estimation of w, the log-regularized function L is therefore 

defined as 

∑              
  

 

 

   

‖ ‖
 
 
   ‖ ‖   

 

The operators 
  

 
‖ ‖

 
 

 and   ‖ ‖  force in the respective 

norm the parameter vector to be small and this ultimately 

penalizes the model complexity and is known as 
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regularization. [13] Now this regularization can be enforced 

to be more or less depending upon the λ1 & λ2 parameters.  

The new parameter vector w* is now estimated to be 

   =                 

Estimating this vector w* can find the most likely tag a 

sentence s* for a sentence x by the equation 

 s*= arg maxs p(s|x;w*) 

This mechanism of vector optimization following the 

maximum rating over the given bound for the random walk 

derives the most positive response for the named entities in 

the search space for the given dataset. 

 

IV. METHODS & TECHNIQUES 

 

A. Making your own Corpus for Dataset evaluation 

The making of the dataset is a time consuming system as the 

relative annotation, chunking and tokenizing of the data 

entries consumes a lot of time and requires a high end 

facilitating system. The dataset for evaluating the named 

entity using the algorithm [6] (only the part of random walk) 

was downloaded from ClinicalTrials.gov official website 

which serves as a repository of all the medical content 

uploaded online got from various institutions where the 

patients are undergoing the clinical trail under certain 

conditions with the current status of the patients trial. The 

NER here is facilitated by uploading the document in the 

form of an XML or simply a plain text file as GATE 

supports these two formats only. 

 

GATE has a very powerful tool known as ANNIE through 

which the information extraction tool which is inbuilt could 

make a series of moves to get a well organized corpus for 

further evaluation. The file used in this research work was of 

XML format which gave the annotation sets as location, 

status, person, organization and query report. A bunch of the 

development sets like co-reference editor, and annotation sets 

helps to make a list of the co-reference items which could be 

used for developing a corpora for deploying the algorithm for 

evaluating the named entities. The corpora is then populated 

for the essential fields which are found the most for the 

annotation set like in this case the words like history of (); 

cancer treatment ongoing stats (); prior () for () found the 

most frequent use as seen by using the Quality Assurance 

functionality of the GATE & by using the annotation schema 

the text populated corpora was made. [19] 

 

The dataset chosen was for the cancer of the people residing 

in the region of Shimla within the 300 miles parametric 

range that possessed details having 273 fields of information. 

The taggers and parsers of the CREOLE plugin of GATE 

gave the results by creating the datastore when using the 

Processing Resources application module for ANNIE’s 

information extraction system. The pipeline module that is 

within the GATE developer made the pipeline for evaluating 

this chunked and parsed dataset with annotation fields. This 

well organised corpus is then uploaded to the Python 

interpreter by importing csv file reader from nltk.corpus. 

Now by using the Python commands this corpus is evaluated 

by giving an average precision and recall of 0.43 which is 

quite well as only a part of the algorithm is used for NER 

evaluation without having ontology sets defined and the net-

algorithm evaluation be the future scope. 

 

B. Preprocessed NER Dataset 

A pre-processed dataset GMB (Groningen Meaning Bank) 

corpus from official website [20] having CSV format is taken 

that’s having 4 columns i.e., sentence number, words, part of 

speech (POS) & tag for evaluating and comparing various 

algorithms for information extraction mainly focusing on the 

named entity recognition. The dataset having a number of 

random sentences with chunked and tokenized sets of words 

is processed under various algorithmic approaches mentioned 

in the part III of this paper, the results of which are 

mentioned in part V. The procedure and libraries of the 

Python imported necessarily for evaluation purpose in the 

Python interpreter are as follows: 

import imp  #necessary for 

implementing python 

libraries for python 3.6 and 

later versions 

import pandas as pd #importing library for 

evaluation of data and its 

entries 

import itertools #importing library for 

pattern learning tools 

import numpy as np #importing library for 

implementation of large 

mathematical constructs for 

matrices as and when 

required 

import 

matplotlib.pyplot as plt 

#importing library for a 2-D 

plotting for confusion matrix 

from sklearn import 

svm, datasets 

#importing library for 

building an vector modulator 

for developing confusion 

matrix out of the dataset 

entries 

from sklearn.base 

import BaseEstimator, 

TransformerMixin 

#utilized here for making a 

simple memory element for 

recognizing of the essential 

patterns 

from 

sklearn.feature_extract

ion import 

DictVectorizer 

#for making a word vector 

map in order to apply 

fit_transform for training set 

under the sparse matrix 

from 

sklearn.model_selectio

n import 

cross_val_predict 

#required to cross validate 

the trained and tested dataset 

entries from the scikit 

model. 

from sklearn.metrics #generating the report for 
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import 

classification_report 

the tested set of the dataset 

for getting the precision & 

recall 

from 

sklearn.model_selectio

n import 

train_test_split 

#used for developing a test 

and train selection model for 

the given dataset 

from sklearn.metrics 

import 

confusion_matrix 

#for giving the direction to 

print the evaluated 

normalized or non 

normalized confusion matrix 

from sklearn.metrics 

import accuracy_score 

#gives the accuracy score 

count printed on screen by 

evaluating the y_test and 

y_train from the library 

matrix 

 

All the above mentioned libraries are exclusively used along 

with the algorithms mentioned in the part III for generating 

the results in the part V in the python interpreter. 

 

C. Performance Measures 

Machine learning involves teaching systems to teach 

themselves to solve problems and in order to evaluate how 

well a computer teaches itself the performance measures is 

used. Depending upon the type of problem an appropriate 

measure is used. For a classification problem the 

performance measures are: 

1. Simple Accuracy. 3.    Recall. 

2. Precision. 4.    F-measure. 

The graphical methods are used for determining the 

performance of classification problems such as: 

1. Receiving operating characteristic curve. 

Also in the case of regression the performance measures are: 

1. Sum of squares error. 

2. Root mean square error. 

3. Mean absolute error. 

Classification involves determining the category of the 

sample while regression involves predicting the value of the 

sample. For this research work the classification is taken as 

the base and the measures involved with it are used. The 

classification measures used in this research work involves 

the use of essential entities in the corpus which are taken up 

as tags for evaluating the word to the respective part of 

speech tag like: 

per person 

org organization 

geo geographical entity 

gpe geopolitical entity 

tim time indicator 

eve event 

art artefact 

nat natural phenomenon 

The above abbreviation criteria is used with inside-outside 

beginning (IOB) tagging for tagging tokens with: 

I Prefix before tag represents that the given tag is 

inside a chunk 

B Prefix before tag represents that the given tag is at 

the beginning of a chunk 

O Tag indicates that a token belongs to no chunk that 

is it is outside of the chunk 

 

Based on the above criteria in aggregate a confusion matrix 

is developed for evaluating the classification measures as: 

It is required to construct a system that determines if a 

chunked sentence with a word corresponding to a POS is 

either of Tag categorised as above or not, this is a 

classification problem where words and POS are classified 

into two pre-defined categories either being a tag 

corresponding to the POS or not. [21] 

 

Table1. Confusion Matrix explanation table 

 P` 

(predicted) 

n` 

(predicted) 

P 

(actual) 

True positive 

(TP) 

False negative 

(FN) 

n 

(actual) 

False positive 

(FP) 

True negative 

(TN) 

 

In the table P represents that the tag is actually for the POS, n 

represents that the tag is actually not the POS. 

P` represents that the system has predicted that the tag 

is the POS. 

n` represents that the system has predicted that the tag 

is not the POS. 

From these two columns there are four possible outcomes 

which are shown in the table2 below. 

The resulting confusion matrix [22] plots using the logic 

from the table 1 & 2 for the algorithms in part III are given in 

part V using the matplotlib library of python. [21] 

 

Table2. Outcomes using the P` and n` 

True positive For example 

predict a tag I-per 

as I-per 

This implies that a 

system is correct 

False positive For example 

predict another tag 

as I-per 

 

This implies that 

the system is not 

correct False negative For example 

predict a tag I-per 

as non I-per 

True negative For example 

predict a non I-per 

as non I-per 

This implies that 

the system is 

correct 

 

Based on table 1 & 2 the classification measures are: 

1. Precision: 

Of the tags classified as X, how many are actually 

X. (here X is the corresponding tag entry for the 

POS like I-per or else.) 
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Number of tags classified X = TP + FP. 

Number of tags actually X (when classified X)= TP. 

Therefore, precision = 
  

       
  

2. Recall: 

Of the tags that are actually X, how many are 

classified as X. 

Number of tags actually X = TP + FN. 

Number of tags classified X (when actually X)= TP. 

 Therefore, recall = 
  

     
 [23] 

3. Accuracy:  

Accuracy =  
                                  

                    
 

Therefore, accuracy = 
     

           
 

4. F-beta measure: 

Considering the output from two distinct systems; 

System 1 

- precision : x% 

- recall: y% 

System 2  

- precision : a% 

- recall : b% 

In order to know which of these two is actually 

performing better the F-beta measure can be 

computed as: 

     
 

   
 

         
        

 

      

 

 

  is the rated harmonic mean of precision and recall where   

is the factor that determines the importance of precision over 

recall. [24] 

 

Greater  , greater importance to precision. This value is set 

depending upon the type of classification problem. In certain 

problems a higher precision is required and this is the case 

while determining if a patient has cancer or not and hence 

higher   value. In the case of       this classification 

measure is called as F-Measure.  

The function used to evaluate the classification measures 

explained above is defined in the python interpreter as: 

def next_get(self): 

        try: 

            s = self.data[self.data["Sentence #"] == "Sentence: 

{}".format(self.n_sent)] 

            self.n_sent += 1 

            return s["Word"].values.tolist(), 

s["POS"].values.tolist(), s["Tag"].values.tolist()     

        except: 

            self.empty = True 

            return None, None, None 

 

V. COMPARISION & ANALYSIS  

 

The Confusion matrix plots for the algorithms mentioned in 

part III except for CRF (as for CRF the eli5 library for seeing 

the contents is used) keeping the non-normalized and 

normalized concept into consideration are plotted using the 

matplotlib library and using the svm from the sklearn library 

of the python as below. [25] The confusion matrix without 

normalization plots the amount of the difference between the 

actual and the achieved precision over the number of the tags 

the algorithm made the search for whereas the confusion 

matrix with normalization does the plotting for fraction 

between predict to actual. 

 

A. Simple memory tagging algorithm 

 

 
Figure2. CM without normalization for simple memory 

tagging algorithm 

 

 
Figure3. CM with normalization for simple memory tagging 

algorithm 
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B. Perceptron  

 

 
Figure4. Perceptron confusion matrix without normalization 

 

 

 

 
Figure5.Perceptron confusion matrix with normalization 

 

C. Passive Aggressive Classifier 

 

 
Figure6. Passive Aggressive Classifier confusion matrix 

without normalization 

 
Figure7.Passive Aggressive Classifier confusion matrix with 

normalization 
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D. Stochastic Gradient Descent Classifier 

 

 
Figure8. Stochastic Gradient Descent Classifier confusion 

matrix without normalization 

 

 
Figure8. Stochastic Gradient Descent Classifier confusion 

matrix with normalization 

 

E. Naïve Bayes Classifier  

 

 
Figure10. Naïve Bayes Classifier confusion matrix without 

normalization 

 

 
Figure10. Naïve Bayes Classifier confusion matrix with 

normalization 
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F. Random Forest Classifier 

 
Figure11. Random Forest Classifier confusion matrix 

without normalization 

 
Figure13. Random Forest Classifier confusion matrix with 

normalization 

G. Random Forest Classifier with Pipeline 

 
Figure14. Random Forest Classifier with pipeline confusion 

matrix without normalization 

 

 
Figure15. Random Forest Classifier with pipeline confusion 

matrix with normalization 
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H. Condotional Random Fields 

 
Figure16. eli5 library output for the CRF. 

 

 

I. Comparision plot for Precision, Recall, F-score, 

Accuracy & Response Time 

The python line commands for dataset with csv extension in 

this research work were built in notepad and saved in the 

same directory where the dataset was kept as on running the 

python file saved with py extension it searches for the file 

with the name specified under the panda and read_csv library 

for further processing and making predictions out of the 

designed commands for the classifier in use. The output for 

python commands made in notepad and then saved in py 

extension for the GMB dataset by keeping in mind the 

annotation set and the entity tags defined for the corpus for 

CRF (Conditional Random Fields) classifier/technique is 

shown in figure17. The comparison graphs for all the 

classifiers/techniques are shown in figures 18 to 23 by 

comparing classification measures output obtained in a 

similar way like figure17 for all other techniques. 

 

 
Figure17. Command prompt output for CRF 

 

 
Figure18. Precision plot 

 

 
Figure19. Recall plot 

 

 
Figure20. F-Measure plot 
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Figure21. Response time (in minutes) plot 

 

 
Figure22. Response time (in seconds) plot 

 

 
Figure23. Accuracy plot 

Analysis of Results by classifiers using GMB dataset 

1. Precision in the case of the conditional random field 

is the highest in comparison to any other technique. 

2. Recall for the conditional random field is the 

highest. 

3. F-Measure for the CRF also turns out to be best. 

4. The accuracy shown by the conditional random 

field tends to be the highest amongst all. 

5. Response time of the perceptron is unmatched and 

hence the best in comparison to any other technique 

used. 

 

Analysis of Results by Stochastic HeHiCl-DFID using 

clinical dataset 

Precision = 0.35; recall = 0.43; F-score = 0.32 & Accuracy = 

0.43 for clinical dataset downloaded and annotated using 

GATE. The algorithm in comparison to conditional random 

field (CRF) makes no stand but the response time of 1.8 

seconds that puts to shade all other techniques so far used as 

it uses the concept of the perceptron along with the random 

walk logic of CRF.  

 

VI. CONCLUSION & FUTURE SCOPE 

 

In this paper a comparative analysis of the 

classifiers/techniques is made on the basis of the classification 

measures. The training & testing for classifiers is made by 

using the predefined GMB dataset and for Stochastic HeHiCl-

DFID using dataset from the ClinicalTrials.gov for cancer in 

and around Shimla. The development of Stochastic HeHiCl-

DFID using ontology sets and utilization of the concept of 

conditional random field can make a high facilitating 

supervised technique as being the future scope. The concept 

using the tensorflow i.e., the unsupervised form of machine 

learning that can make a fully automated information 

extraction system can make a major breakthrough as a good 

amount of accuracy and precision can be achieved using the 

concept of cascaded classifiers giving the efficiency of self 

and where limited utilizing other, which can ultimately help 

in making the clinical trial of the patients undergoing certain 

treatment fast and less cumbersome.  
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