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Abstract: High dimensional data is a function of feature space inputs and noise. This makes it difficult to analyse and visualize 

the data, specially, in case of social network analysis where the aim is to analyse user’s behaviour. Heterogeneous contents 

(text, audio, video, images etc.) make it more difficult to model. However, it is known that the actual feature vectors lie on 

much lower dimensions which can be obtained through non-linear manifold learning techniques. In this paper, we propose 

iterative local tangent space alignment with adaptive neighbourhood to extract the true low dimensional representation of data 

by sequentially aligning the tangent spaces and thereby reducing the overall reconstruction error. As the sub-manifold regions 

become linear, its neighbourhood size increases which leads to more information fusion. Extensive experiments on both 

synthetic and real world dataset proves that proposed method outperforms existing non-linear dimensionality reduction 

technique in both low dimensional representation and classification. 
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I. INTRODUCTION  

 

The popularity of social network has increased 

exponentially and has become one of the most widely 

engaged platform across the globe [1][2][3][4]. Penetration 

to remote areas resulted in globally connected graph. Every 

minute, huge amount of heterogeneous content in posted 

online on such platforms. This makes it a very rich source of 

information where everybody can find something useful for 

them. With the same idea, multinational companies have 

made their way to social networks where they try and 

predict the behaviour of users. The major goals remain to 

identify whether a new product is going to be successful 

even before its actual production, the provided customer 

service is helpful or not, new way to marketing etc. 

However, this idea seems to be catchy and attractive, the 

shear amount of data and heterogeneous content restricts the 

existing state-of-the-art machine learning models to fully 

exploit this freely available information. As already known, 

most of the available data contains redundant information 

and hence, it can be thought of a manifold which embeds the 

actual low dimensional data having enough discriminative 

information for the underlying model. 

 

Manifold learning assumes that the given high dimensional 

data do not contain unique or complement information in 

each dimension but there is redundancy and hence, actual 

data lie on a much lower dimensional space where data 

visualization, classification tasks can be done efficiently and 

accurately [5][6]. The process of extracting the low 

dimensional representation is known as dimensionality 

reduction. Traditional methods like principal component 

analysis (PCA), multidimensional scaling (MDS) etc. give 

true representation in case of linear manifold but as 

observed, not all manifolds follow linear properties 

especially in case of handwritten characters, spoken letters 

and social networks etc. To handle non-linear data, 

algorithms like isometric feature mapping (ISOMAP), local 

linear embedding (LLE), Laplacian eigenmap (LE), local 

tangent space alignment (LTSA) and many others have been 

proposed [7][8][9][10][11]. Among all, LTSA works on 

simple geometrical intuition and is easy to implement. 

Assume from a smooth Riemannian manifold     , data 

samples        are drawn. The core idea of LTSA is to 

align the local tangent space around each    to determine the 

true connectivity between all manifold samples. In its core, 

LTSA assumes the following: 

1. Given data is uniformly distributed. 

2. Data in local neighbourhood of the manifold follow 

linear properties i.e. they lie in or close to a linear sub-

space. 

 

Due to above assumptions, the algorithms inherently also 

assume that the manifold’s curvature is small, smooth and 

uniform which can be exploited in a single execution cycle 

but it fails to produce plausible inferences when (i) data 

follow non-uniform distribution; and (ii) sub-manifolds have 

large curvature.  
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To overcome these limitations, in this paper we propose 

iterative local tangent space alignment which solves the 

above problems by modelling LTSA with a feedback loop. 

Through multiple iterations on previously obtained results 

the algorithm efficiently aligns the large curvature sub-

manifolds which were left partially aligned in previous 

execution. Instead of forcefully aligning the non-uniform 

samples, through iterations, the dissimilar observations are 

left in their previous aligned state which help the underlying 

model extract discriminative properties efficiently. 

Extensive experiments on synthetic and real world datasets 

confirm that proposed algorithm is capable of increasing the 

underlying machine learning model accuracy. 

  

Rest of the paper is organized as follows: Section II contains 

a formal problem definition. In Section III our model of 

iterative LTSA with adaptive neighbourhood is explained. 

Section IV contains the experiments and results, and finally 

Section V concludes the paper.  

 

1.1. Contribution 

The proposed algorithm claims the following contributions: 

1. Solves the problem of partially aligned tangent 

space through multiple iterations with feedback. 

2. Adaptively increases the neighbourhood size with 

reduction in manifold’s curvature.  

 

II. PROBLEM DEFINITION 

 

The social network can be modelled as a graph  
  {   }  where each user or entity is represented by 

vertex     , and connection between two vertices       is 

defined by a weighted edge between them like     

          . In social network, generally each       

includes text, image, sound, videos etc. but most of these 

dimensions contain redundant or overlapping information 

that adversely affects the underlying machine learning 

model. This also leads to a complex solution as due to 

redundancy, data variance increases resulting in late or 

forced convergence. However, the true discriminative 

complement information lies on a much lower 

dimension    . 

 

The given high dimensional social network data exhibit 

properties of a smooth Riemannian manifold where the low 

dimensional discriminative data is embedded in high 

dimensional space. Hence, the problem can be solved 

through any non-linear dimensionality reduction technique. 

However, due to heterogeneity in data, it follows non-

uniform distribution leading to sub-manifolds’ with large 

curvature which leads to incorrect predictions from existing 

state-of-the-art methods. The aim is to extract the true local 

geometrical data representation which contains highest 

discriminative information through iterative LTSA with 

adaptive neighbourhood to give accurate inferences. 

III. ITERATIVE LTSA WITH ADAPTIVE 

NEIGHBOURHOOD  

 

Given   data samples from a smooth Riemannian manifold 

{  }   
    that actually lies on a much lower dimension 

space    . It can be represented by 

          

where,   is a compact subset of    and   is the data 

generation function i.e. 

            

where,    are original feature vectors or the lower 

dimensional complement information and    is redundant or 

noisy data. A linear manifold learning can be solved by 

minimizing the reconstruction error  

       arg min
     

               

where,      defines the Frobenius norm on the matrix, 

  [        ] ,    [        ],   [        ], 
     column vector and   contains orthonormal basis of 

intrinsic subspace. It can be solved by performing singular 

value decomposition (SVD) 

                

where,       ,       ,        and  

     
 

 
∑   

 

   
 defines the centered matrix. 

          
  

The optimal     is given by eigenvectors     corresponding 

to   largest singular values. Then, the linear manifold can be 

represented as 

           

and the coordinate matrix   is given by 

               diag         
  

  contains the low dimensional representation of the given 

data. In case of non-linear dimensionality reduction, it is 

required to explore and exploit local linear region around 

each observation. The local linear structure can be extracted 

by representing each sample xi with weighted linear sum of 

its neighbours   . 

   [              ] 
In its core LTSA works on the assumption that if the 

manifold is correctly unfolded then all tangent spaces will 

be aligned. The   dimensional sub-space for each 

   can be approximated by 

arg min  
     

 ∑               
 

 

   

  arg min  
     

 

              
  

 

(1) 

 

where,   consists of   orthonormal columns and  
  [        ]. It holds the local tangent coordinates of 

neighbourhood data points. Further these local tangent 

coordinates will be aligned in lower dimensional space using 

affine transformations to obtain global coordinate system. 

Then,  
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     [         ] 

       
           

                    

            
            

where,      is the tangent reconstruction error. The global 

coordinate  {  }   
  is constructed using the local coordinates 

     where each      should fulfil 

                    

for        and       defines each   ’s local 

neighbourhood. 

    
 

 
    

          (2) 

 

where,     [         ] and     [         ] is the local 

reconstruction error. 

        
 

 
          (3) 

The optimal    for a fixed    is given by 

        
 

 
      

      
  

         where,       
 

 
         

     

where,   
  represents pseudo inverse of   . 

 ∑      
 

 

   

       
  

where,   [     ] is selection matrix such that        
and    diag      ). Constraint         helps 

finding unique  . Then, the vector   becomes the 

eigenvector of          with respect to eigenvalue 

zero hence, optimal   is given by the eigenvectors 

corresponding to 2
nd

 to     smallest eigenvalues of  . 

While, single LTSA execution aligns the tangent spaces 

when the samples are uniformly distributed and the 

manifold’s curvature is small but it give partial alignment 

when either of these criteria fails. However, executing 

LTSA in multiple iterations with feedback loop and adaptive 

neighbourhood effectively solves the problem. In the 

beginning, the iterative LTSA begins with small 

neighbourhood assuming large curvature resulting in large 

reconstruction error     . As the tangent spaces are aligned, 

the curvature of low dimensional representation is reduced 

and hence, it can now accommodate more neighbours than 

the previous cycle which also reduces     . The process is 

repeated until the reduction in       is no longer significant as 

defined by threshold. 

 

 

Algorithm 1: Iterative LTSA with adaptive 

neighbourhood 

Input:       : Data 

nn: Initial Neighbours 

nnStep: Neighbourhood Step 

∆: Error Threashold 

Output:      : Low dimensional representation 

1 pErr  ← ∞ 

2 while true do 

3      for i ← 1 to n do 

4           Ni ← find_knn(xi, nn); 

5             ̅← 
 

  
∑      

  
    

6           t ←       ̅  
         ̅  

   
7           [g1 … gd] ← pca(t,d); 

8           Gi ← [e/√k, g1 … gd]; 
     

 

9           B(Ii,Ii) ← B(Ii,Ii) + I - GiGi
T
; 

10      end 

11      /* Get global coordinates 

12        ← svd(B,d,’small’); 

13      /* Mean of reconstruction error 

14      nErr ← mean(eqn.3); 

15      /* Break when improvement is insignificant  

16      if (pErr – nErr) < ∆ then 

17           break; 

18      end 

19      nn ← nn + nnStep;     // Increase nn 

20      X ←  ;                   // Feedback loop 

21      pErr ← nErr;        // Replace previous error 

22 end 

23 X’ ← X; 

24 return X’; 

 

IV. EXPERIMENTS AND RESULT 

 

Extensive experiments for non-linear dimensionality 

reduction have been performed on 1 synthetic and 3 real 

dataset by employing LTSA, ISOMAP, LLE, Laplacian 

eigenmap and proposed iterative LTSA with adaptive 

neighbourhood. Two classifier models kNN and SVM were 

trained with each method and were compared among 

themselves [12]. 

 

IV.I Elevated Swiss roll 

Elevated Swiss roll is a synthetic data set containing 4000 

sample points belonging to     but as we can see, the data 

points actually lie on a flat     strip. The used data differs 

from classical Swiss roll by having a variation in   axis as 

shown in fig. 1(a). Here, we have compared state-of-the-art 

non-linear dimensionality reduction techniques. As evident 

from the result, iterative LTSA with adaptive neighbourhood 

is able to capture most accurate intrinsic geometry as 

compared to others. The proposed algorithm started 

with      ; went up to 40 by step of 5 neighbours in 

each iteration. 

 

To make a fair comparison, every dimensionality reduction 

was configured to work with kNN = 20. The basic LTSA 

was able to capture the most outer data samples colour 

coded red and rest of them were merged to a single blob. 

Specially, in the case of inner most data points as shown in 
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fig. 1(b). ISOMAP was able to flatten the structure but due 

to variation in all ambient dimensions, it resulted into an 

overlapping strip as shown in fig. 1(c). ISOMAP proved 

competent enough to find the true intrinsic geometrical 

structure but failed to produce its correct lower dimensional 

representation. Fig. 1(d) shows the output of LLE, in case of 

clustering, this result proves viable but overlapping structure 

looses the information hidden in other data points. Laplacian 

eigenmap as shown in fig. 1(e) produced a sub-optimal 

curved strip with data points neatly arranged in respective 

clusters. However, even Laplacian proved inefficient to 

obtain its true representation. In the end, fig. 1(f) shows 

result of proposed algorithm. As evident, iteration with 

adaptive neighbourhood is able to perform far better than 

other algorithms. It provides a minimal overlapping 

representation which identifies the true intrinsic geometry of 

data. 

 

IV.II Facebook metrics 

The data is captured from Facebook in 2014 for a leading 

cosmetic brand to predict the impact of online posts [1]. It 

includes 500 observation spanned over 18 attributes among 

which only 7 features constitute input space while rest 11 

are prediction values. The data had 4 missing values which 

were replaced by mean of their respective dimension. Input 

features holds information like data/time of post, unique 

post identification, content of the post, post type/category, 

and paid post. Based on these values, the corresponding 

performance predictions for lifetime post total reach, 

impression, user engagement, post consumption, likes, 

comments, share etc. needs to be made. As already known, 

not all input dimensions constitute in same proportion for 

final inference, we performed existing and proposed non-

linear dimensionality reduction and compared their 

performance based on minimalistic kNN classifier, as well 

as complex SVM classifier. 

 

As evident from fig. 2 and 3, iterative LTSA with adaptive 

neighbourhood based classifiers outperform every other 

model. As the proposed method iteratively aligned the local 

tangent spaces which adaptively increased the linear 

neighbourhood to further enhance the notion of similarity 

and dissimilarity between two entities. 

 

  

(a) Elevated Swiss roll (b) LTSA 

  

(c) ISOMAP (d) LLE 

  

(e) Laplacian eigenmap (f) Iterative LTSA 

Figure 1: Dimensionality Reduction 

 
Table 1: Mean Error (Facebook Metrics) 

Algorithm kNN SVM 

Iterative LTSA 23.1098 21.4131 

Full Features 29.6827 28.1373 

ISOMAP 28.2794 26.9158 

LTSA 28.1546 26.5894 

LLE 27.8523 26.2160 

Laplacian 27.3032 25.9396 

 

As compared to kNN, SVM produced more accurate results. 

Table 1 shows the mean error percentage of all 11 

performance attribute. The proposed method proved to 

increase the model’s accuracy by ≥4%. Model created on all 

7 input dimensions failed to give accurate results, while 

ISOMAP and LTSA gave comparable results. Similarly, 

LLE and Laplacian being similar model, produced 

approximately same result. 
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Figure 2: Facebook kNN classification 

 

 
Figure 3: Facebook SVM classification 

 
IV.III Natural images 

Natural image dataset contains 7599 images of 8 different 

categories (airplane, car, cat, dog, flower, fruit, motorbike 

and person) [13]. Snapshot of the data is shown in fig. 4. 

The dataset was divided into two groups train and test 

containing 3800 and 3799 instances respectively. Both train 

and test group contain uniform observation from all 

categories. As the images were not of uniform resolution, in 

pre-processing, every image was resized to 28x28x3. The 

existing state-of-the-art non-linear dimensionality reduction 

techniques, LTSA, ISOMAP, LLE and Laplacian eigenmap 

are employed along with proposed method to reduce the 

data dimensions to 2 as shown in fig. 5. As evident, the 

proposed iterative LTSA with adaptive neighbourhood gives 

best low dimensional representation where every category 

can be easily visualized. Next in performance were 

ISOMAP and Laplacian eigenmap. Basic LTSA and LLE 

failed to extract the true intrinsic geometrical properties and 

hence an overlapping blob is given as their low dimension 

representation. 

Both kNN and SVM classifiers were trained on all five 

methods using their low dimensional representation of 

training set. Table 2 shows the mean error of all methods for 

test set prediction. SVM being a more sophisticated 

classifier gave accurate results than kNN. Based on accuracy 

parameter, the proposed algorithm outperformed other four 

methods by a comfortable margin. 

 

Table 2: Mean Error (Natural Images) 

Algorithm kNN SVM 

Iterative LTSA 12.6389 11.4668 

Full Features 24.1748 22.5000 

ISOMAP 13.1548 13.6379 

LTSA 25.3917 20.6610 

LLE 22.3851 16.5000 

Laplacian 13.3259 12.6412 

 

 
Figure 4: Natural images (8 categories) 

 

  

(a) Iterative LTSA (b) LTSA 

  

(c) ISOMAP (d) LLE 

 
 

(e) Laplacian eigenmap 

Figure 5: Natural images 
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IV.IV Fashion MNIST 

Fashion MNIST dataset is a collection of 60000 training and 

10000 test images from 10 different fashion categories (top, 

Trouser, Pullover, Dress, Coat, Sandal, Shirt, Sneaker, Bag, 

Ankle boot) [14]. Each image consist of 28 x 28 grayscale 

pixels. Fig. 6 shows a snapshot of images included in this 

dataset. Among all five non-linear dimensionality reduction 

technique, the proposed iterative LTSA with adaptive 

neighbourhood gave true low dimensional representation as 

shown in fig. 7a. The different clusters are easily 

identifiable. Basic LTSA gave blob like low dimension 

representation which remained least accurate as shown in 

fig. 7b. The other three methods ISOMAP, LLE and 

Laplacian eigenmap gave good results but were not as 

accurate as proposed method. 

 
Table 3: Mean Error (Fashion MNIST) 

Algorithm kNN SVM 

Iterative LTSA 6.1340 5.9020 

Full Features 10.7240 10.0040 

ISOMAP 7.1940 6.8340 

LTSA 9.8460 9.2380 

LLE 8.5760 8.0340 

Laplacian 7.4510 6.9760 

 

 
Figure 6: Fashion MNIST (10 categories) 

 

  

(a) Iterative LTSA (b) LTSA 

  

(c) ISOMAP (d) LLE 

 
 

(e) Laplacian eigenmap 

Figure 7: Fashion MNIST 

kNN and SVM classifier models were trained with 60000 

observations as obtained from all five non-linear 

dimensionality reduction methods and original given data. 

Overall the accuracy of SVM remained more than kNN 

classifier. Among all classifiers, model trained with 

proposed method gave > 93% accurate classification results 

which is highest among all methods used. Full dimension 

model gave ≈ 90% accuracy which was least among all 

followed by Laplacian, ISOMAP, LLE and LTSA. 

 

Remarks: Thus, the above experiments show that proposed 

method is able to project given higher dimensional non-

uniformly distributed heterogeneous data to its true low 

dimensional feature space with minimal information loss. In 

the process of learning impact of social network, the 

proposed method proved to be much accurate than other 

existing methods. Iterative LTSA with adaptive 

neighbourhood remains capable of handling large manifold 

curvatures by partially aligning them until they get 

completely aligned which ultimately transforms the data to a 

linear space. This makes visualization, modelling, 

classification, regression etc. on the data easy and accurate. 

V. CONCLUSION 

In social networks, the assumption that given data is 

homogeneous and uniformly distributed, leads to failed or 

sub-optimal low dimensional representation. Large manifold 

curvature restricts the local linear region thus reducing 

number of neighbours which increases the local 
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reconstruction error. Iterative LTSA reduces the curvature 

partially in each execution by aligning the tangent spaces 

finally leading to a global aligned tangent space. Adaptive 

neighbourhood exploits the property of small curvature by 

increasing the number of neighbours in each iteration thus 

reducing the local reconstruction error. Experiments on both 

synthetic and social network data show that proposed 

method extracts the true low dimensional representation that 

ultimately increases the accuracy of underlying machine 

learning model. Experimental evidences supports the fact 

that proposed method outperforms the existing state-of-the-

art nonlinear dimensionality reduction method by huge 

margin. Algorithms being generic in nature, can be adapted 

to various other scenarios. 
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