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Abstract— Credit fraud is a broad term associated with theft or fraudulent transactions that involve the usage of a credit card. 

The fraud detection systems today are only capable of preventing one-twelfth of one percent of all transactions processed, 

which still results in huge losses. To the human eye, fraudulent transactions are indistinguishable from real ones. However, 

there are underlying patterns common to these transactions that can be recognized by machine learning algorithms. In this 

paper, we have trained supervised learning models on a dataset containing more than 280,000 transactions. We go on to 

evaluate the performance of each of these models on the dataset in terms of accuracy and precision and compare them with 

each other. With this, we show that the Random Forest model shows promising results for identifying credit fraud when trained 

on a labelled dataset.  
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I.  INTRODUCTION  

 

Credit card fraud is a wide-ranging term for theft and fraud 

committed using or involving a payment card, such as a 

credit card or debit card, as a fraudulent source of funds in a 

transaction. Machine Learning has permeated all walks of 

life and it is no surprise that credit card companies all over 

the world rely on it heavily to detect fraudulent transactions. 

[1]  

With this project, we aim to find a suitable supervised 

learning model for identifying credit fraud. The algorithms 

we have used here are multiple linear regression, logistic 

regression, Naive Bayes classifier, Decision Tree classifier, 

XGBoost and Random Forest [2]. All these models are able 

to identify credit fraud with varying degrees of accuracy and 

precision. We tested these models on different splits of data 

and notice that the models generally give better performance 

when 70% of the dataset is used for training. 

Through this paper, we have described the dataset that we 

used and its features, followed by the explanation of different 

supervised learning algorithms applied on the dataset. 

Having compiled the data regarding these algorithms’ 

performances, we have presented a hypothesis that identifies 

ensemble modelling as the best algorithm for identifying 

credit fraud in this dataset. 

 

II. DATASET USED 

 

We have used the creditcard.csv dataset hosted on Kaggle. 

This dataset consists of 284,807 labelled transactions. Out of 

these, 492 transactions had been flagged as fraudulent. There 

are 30 independent variables which are all factors regarding a 

transaction and help determine its validity. 

 

 

Figure 1: Snapshot of the dataset used 

 

III. ALGORITHMS USED 

 

Since the dataset used was a labelled dataset, the algorithms 

we used were all based on supervised learning techniques. We 

trained the algorithms on different proportions of training and 

testing sets and chose the “Class” label as the target variable 

for identifying fraud. 

 

A. Multiple Linear Regression[3][4] 

One of the models tested was multiple linear regression. 

There are 30 independent variables and 1 dependent variable. 

Due to the high dimensionality of data, separate variables 

were treated as multiple input features regressing over 

themselves to give a single output. 

       (1) 
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Comparing eq. (1) with our model, the target variable is 

“Class”, on the left hand side, while there are 30 input 

variables, on the right hand side. Since regression gives 

continuous values as output, we used a threshold of 0.5 to 

binarize the output in order to classify the transaction. 

Despite to the binarization of continuous-valued outputs, we 

achieved a high accuracy of 99.88% with a relatively high 

precision of 83.89% 

 

B. Logistic Regression[5] 

Logistic Regression is used primarily when the dependent 

variable is binary in nature, as is in our case. A threshold of 

0.5 is set for binarizing the continuous variable. 

Due to the sigmoid function being used for predictive 

analyses in logistic regression, the output of logistic 

regression always lies between 0 and 1. The sigmoid 

function can be defined as follows: 

                        (2) 

  

On applying logistic regression to the dataset, the results 

achieved were extremely promising, giving an average 

accuracy of 99.89% and due to nature of the sigmoid 

function, the precision achieved was relatively stable at 

77.43% 

 
Figure 2: Sigmoid function used in logistic regression 

 

C. Decision Tree Classifier[6][7] 

A tree can be “learned” by splitting the source set into subsets 

based on an attribute value test. This process is repeated on 

each derived subset in a recursive manner called recursive 

partitioning. The recursion is completed when the subset at a 

node all has the same value of the target variable, or when 

splitting no longer adds value to the predictions.  

 

Here, we use the decision tree for the purpose of classifying 

transactions as valid or fraudulent. Decision Trees can handle 

both numerical and categorical data and are suitable for 

handling highly dimensional data. After fitting the decision 

tree with our data, the leaf nodes acted as a binary classifier, 

where the node label "1" represented a fraudulent transaction 

and "0" denoted a valid one. Since our data has 30 input 

features, it is highly dimensional and so the decision tree 

algorithm performs relatively well. 

 

Using decision tree over different splits of the entire dataset, 

we achieved an average accuracy of 99.89% giving rise to 

concerns over overfitting. This was confirmed by calculating 

the average precision which came out to be 54.54%. This can 

be attributed to the highly unbalanced nature of the dataset 

and the algorithm’s sensitivity to data. 

 

D. Naïve Bayes Classifier[8][9] 

Naïve Bayes Classifier is a probabilistic model that is 

derived from Bayesian statistics. It is based on apriori 

principle and works by assigning base probabilities to 

independent variables and using them to calculate 

conditional probabilities for a final outcome. Bayes theorem 

states that: 

                            (3) 

 

Where P (A|B) is probability of event A occurring once B 

has already occurred. 

When we trained this classifier on our data, the model 

grossly overfit due to both, the high dimensionality of data, 

as well as the size of the dataset. This was inferred as a result 

of our observations of the model’s high average accuracy of 

99% while having extremely low mean precision of 8.02% 

 

E. XGBoost[10][11][12] 

XGBoost is based on optimizing a model’s computational 

performance using gradient boosting. Like random forest, it 

creates an ensemble of uncorrelated decision trees.  

 

It is one of the better performing algorithms on the dataset 

since it uses bagging methods to optimize the results of 

multiple models. We achieve an average accuracy of 99.95% 

across multiple splits with a mean precision of 89.99%. This 

model is optimum for large datasets with high dimensionality 

since it is computationally efficient without trading off on 

prediction accuracy and precision. 

 

F. Random Forest[13][14] 

Random Forest algorithm results in the creation of multiple, 

uncorrelated decision trees. These trees work in coherence 

and use bagging as a means of creating an optimized model 

for classification. 

 

When we trained the model using the dataset, with different 

train-test splits, we achieved an average accuracy of 99.95%, 

leading to concern about overfitting. However, bagging 

ensures that each of the trees is significantly different in 

structure to the others. This was supported by the average 

precision that was calculated to be 91.93% 
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IV. OBSERVATIONS AND ANALYSIS 

 

After training the algorithms on the dataset across different 

splits of data, following results were achieved –  

 

TABLE I: RESULTS ACHIEVED ON DATASET 

Algorithm 

Used 

Testing 

Set 

Accuracy Precision Mean 

Squared 

Error 

Decision 

Tree 

Classifier 

20% 99.89% 57.65% 0.00109 

25% 99.86% 49.22% 0.00135 

30% 99.90% 57.81% 0.00103 

35% 99.89% 55.63% 0.00107 

40% 99.89% 52.38% 0.00109 

Linear 

Regression 

20% 99.86% 86.79% 0.00135 

25% 99.88% 82.61% 0.00125 

30% 99.88% 82.35% 0.00118 

35% 99.88% 83.16% 0.00116 

40% 99.88% 84.55% 0.00116 

Logistic 

Regression 

20% 99.89% 74.03% 0.00112 

25% 99.91% 80.90% 0.00091 

30% 99.90% 87.36% 0.00096 

35% 99.89% 72.52% 0.00111 

40% 99.89% 72.37% 0.00115 

Naïve 

Bayes 

Classifier 

20% 99.25% 10.22% 0.00746 

25% 99.08% 8.72% 0.00916 

30% 99.01% 7.88% 0.00989 

35% 98.88% 7.22% 0.01111 

40% 98.77% 6.08% 0.01231 

Random 

Forest 

20% 99.95% 91.11% 0.00047 

25% 99.95% 92.23% 0.00046 

30% 99.95% 94.26% 0.00046 

35% 99.95% 91.78% 0.00048 

40% 99.95% 90.29% 0.00051 

XGBoost 20% 99.95% 89.83% 0.00049 

25% 99.95% 92.95% 0.00049 

30% 99.95% 91.66% 0.00044 

35% 99.95% 87.75% 0.00050 

40% 99.95% 87.75% 0.00051 

 

The results achieved above denote that considering accuracy 

as well as precision, Random Forest algorithm performs the 

best on the dataset we have. This is due to the ensemble of 

uncorrelated trees and the use of bagging technique. 

 

The Naïve Bayes classifier is the worst fit for the data giving 

an extremely low precision rate due to the dimensionality of 

the data. Similar in nature to Random Forest, Gradient 

Boosting algorithm also helps us achieve good results in 

terms of accuracy and precision. 

 

 

 

V. CONCLUSION  

 

Based on the testing we did on the dataset using different 

supervised learning techniques, we can state that ensemble 

learning models work better than standalone models when it 

comes to handling highly dimensional data. On the basis of 

our observation, an entropy driven model such as Random 

Forest or XGBoost outperforms probabilistic models such as 

a Bayesian classifier or simple logistic regression. 
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