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Abstract— Data that exists in fixed field in a record is called as structured data and putting away such data into database is 

broadly expanding to strengthen keyword query yet result lists do not give successful responses to keyword query and 

subsequently it is hard from user’s  point of view. It is useful to grasp such kind of queries which gives results with low 

positioning. Here we determine identification of such queries to discover power of search performed in reply of query and 

characteristics of such hard query is identified by considering building blocks of the database and result list. One applicable 

issue of database is the existence of missing data and it can be resolved by imputation. Here an inTeractive Retrieving-Inferring 

data imPutation method (TRIP) is utilized which accomplishes retrieving and inferring in successive manner to fill the missing 

attribute values in the database. TRIP can also analyze optimal scheduling scheme in Deterministic Data Imputation (DDI). 

Filling missing values in such successive manner, we can improve the precision of imputation. So by considering imputation 

along with identification of power of query performance over the database, we can achieve successful improvements in the 

query results.  
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I.  INTRODUCTION  

From the most recent years the keyword query got more 

attention for database on account of their 

straightforwardness in looking and getting the information 

[1],[2],[3]. The database is made up from three building 

blocks namely entities, attributes and attribute values. When 

we give a keyword query over database, we can get the 

answers from different entities because answer may exist in 

numerous entity sets so keyword query ordinarily have 

different conceivable answers. The user cannot get proper 

answers in presence of hardness of query. Such queries give 

extremely inferior positioning quality, so there is have to 

discover required data behind queries and results are 

situated so that high quality answers look first in the output 

list [4]. The results are examined to anticipate the 

performance. We can also enhance the query during query 

handling by using approximation algorithms. Creating 

alternate queries or rebuilding the query helps to overcome 

problems included in queries [5],[6].  Here we utilize the 

ranking robustness principle which tells that results of 

simple query are steady against ranking algorithm [7]. For 

this rule, we present data corruption (noise) by adding or 

erasing attribute values. This produces corrupted version of 

database. To check the effectiveness of query, we are 

calculating Structured Robustness (SR) score by comparing 

similarity between original result lists and corrupted result  

lists [8]. We utilize spearman rank relationship to discover 

structured robustness score of given query [9]. Moreover 

missing data estimations in the database [10] is taken care 

of by analyzing the cooperation between the inferring based 

method and the recovering based method. Infer the missing 

values in higher extent so that a lesser number of missing 

values are retrieved from the web. By utilizing such kind of 

imputation, we can essentially enhance the recall of the 

inferring based systems with less cost. This new approach is 

called as inTeractive Retrieving-Inferring data imPutation 

approach (TRIP)[11].The TRIP technique is also used to 

identify a perfect scheduling scheme in Deterministic Data 

Imputation (DDI) where randomness is not present in 

imputed data. 

 

Remaining paper is structured as follows: 

Section II describes background, section III describes 

proposed work, section IV describes corresponding result 

analysis , section V gives conclusion and future scope of 

this work. 

 

II. BACKGROUND  

A. Keyword Query 

In a keyword query, the terms user enters are used literally 

to retrieve any document that has all or any of those terms. 

The terms are not programmatically changed in any way, 

and match exactly only on themselves. Although provide 

easy access to data over database, but sometimes suffer 

from inferior ranking quality. Some properties of such 

queries are like more entities contain query terms or query 

matches with various attributes for same query term. [12] 

 

B. Structured Robustness (SR) 

The concept behind the estimation of   difficult query is to 

calculate structured robustness score of that query. The SR 

guideline said that there is opposite relationship between 
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difficulties of query and its consistency of ranking when 

data is corrupted. Here we take top k results of original 

database to create corrupted version of database [13]. We 

corrupt only attribute values in top k lists that mean we can 

add or erase values for generating noise in database. In this 

way we can get corrupted list. Rerank these result lists for 

getting top k corrupted lists. For generating top k good 

results we use Probabilistic Retrieval Model for 

Semistructured Data (PRMS) ranking algorithm [14], where 

each query terms is linked into appropriate field and then 

calculate probability of each term into that related field. 

These probabilities are used in ranking of the lists and 

considered as weight (q) for attribute values whose 

attribute is  and query q, then we calculate weight as 

follows: 

 (q)=    

This formula is used for getting both original and corrupted 

top k result lists. 

 

After getting lists, we check whether frequencies of terms 

are same across original  and corrupted lists to compute the 

similarity of the answer lists. If ranked list of original DB 

and corrupted database is less comparable, the given query  

will be more hard. Spearman rank relationship is used to 

find out similarity between original and corrupted answer 

lists. It ranges somewhere around 1 and −1, where 1, −1, 

and 0 exhibits positive connection,  negative connection , 

and no connection,respectively.  

Spearman rank correlation   is used to compute  these 

similarity by utilizing following equation: 

=1-  

Where d is difference between two results of each list, n is 

number of  lists 

 

C. Approximation Algorithms  

To improve effectiveness of SR score, approximation 

algorithms are utilized. In Query-specific Attribute values 

Only Approximation(QAO-Approx) we corrupt only 

attribute values. Another one is Static Global Stats 

Approximation (SGS-Approx) which utilize the frequencies 

of the original database to again rank the corrupted entities 

and re-ranking is done during corruption. We can also 

combine these two algorithms to advance the efficiency of 

difficulty prediction. 

 

Combined (QAO and SGS) Approximation Algorithm: 

Notations: 

C=No.of corrupted iterations, F=Frequency , M=Metadata, 

R=Original result, R’=Corrupted result, L=Top-k result 

lists, L’= Top-k corrupted result lists 

1. For iteration i from 1to C (here C=2)  

2. For each result R and attribute value A  in L, Corrupt  

 attribute value A which produces  corrupted version A’   

of  A,rank L’ based on F and M 

3. For each term w in query Q , compute number of w in 

A’ 

4. If number of  terms w are changes in A and A’  

5. Add A’ to R’ and Add R’ to L’ 

6. Computes similarity between  the ranked answer lists L 

and L’ using spearman  rank correlation 

7.  Return  SR score of query Q over  C rounds 

 

D.   Data Imputation 

Data imputation means filling missing attribute values in 

the database and to fill all such missing values inTeractive 

Retrieving-Inferring data imPutation (TRIP) method is 

utilized. The TRIP approach performs inferring and 

retrieving in successive manner which is called as optimal 

scheduling scheme to fill missing values in a database with 

rich imputation recall. The inferring means put the missing 

value with value existing in database [15] with the help of 

functional dependencies e.g. if FD is X->Y, that means Y is 

functionally dependent on X. So if value of Y is missing in 

database then we can infer it from X. The retrieving 

approach means if missing value is not inferred from 

existing values, then we can retrieve it from web. The value 

may be existing in web table, web lists or plain text web 

documents. For retrieving values from all types of web 

sources [16], we have to build imputation query [17],[18] 

which fetches relevant web pages that contains missing 

value. After getting all web pages, we can retrieve missing 

values from the pages.  Just like inferring approach, we can 

use FD for preparing imputation query. By performing such 

imputation, we can get higher precision and recall. TRIP 

recognizes an ideal scheduling scheme in Deterministic 

Data Imputation (DDI) where no randomness is in imputed 

data and imputation is performed by using attribute 

dependencies which present in table. To Identify Optimal 

Scheme in DDI, missing value graph is built which is called 

as Inference dependency graph. This graph gives us all 

missing values that we have to retrieve. In graph node 

represents missing value and edges between nodes 

represents dependency relation between values. 

 

Deterministic Data Imputation (DDI) algorithm: 

1. Start 

2. Make set O of missing values i 

3. Let S be the scheduling scheme for set O, so  

S=  

4. Infer all missing values in  at i-th inferring step from 

the set O 

5. Increment value of  i 

6. Build an inference dependency graph to fetch the  

retrieving  missing values  from graph 

7. Retrieve all missing values in   

8. Return set O with all filled values, so O’(S)=  
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III. PROPOSED WORK 

In our proposed structure the principle commitment is 

enhancing keyword query search over database. To perform 

quick and successful search, we utilize TRIP method. We 

also perform elimination of characters and stopwords if 

present in keyword query. We use WorldNet dictionary for 

finding semantic meaning of every word in a given query. 

 

A. Workflow of system 

The following Fig 1. Shows the flow of all conditions in 

system. In this diagram two databases are represented for 

the same one.  

 

In flow diagram, the admin performs two operations: data 

imputation and data corruption. The imputation process 

performs first and then query effectiveness is calculated with 

the help of SR score. The user gives keyword query and 

getting SR score of that query by using spearman’s rank 

relationship. To remove time overhead of search, SGS-

approximation algorithm is used. 

 

 

   Fig 1. Flow diagram of system  

IV. RESULT AND DISCUSSION 

In Fig 2(a) we take 50 corrupted iterations. For each 

iteration we are calculating Avg. SR score within a 

minimum amount of time.   

 
Iterations for 

Corruption 

Avg. Spearman’s 

Correlation 

SR Time(corruption 

time)in Second 

10  0.352 600 

20 0.358 800 

30 0.42 1000 

40 0.45 1200 

50 0.57 1400 

Fig 2(a).  Performance of Approximation Algorithm 

In Fig 2(c), we are imputing missing attribute values with 

less time overhead. By imputing values, we are getting 

better search results and also identifying power of search 

more accurately. 

Missing Ratio (%) Time  Required ( sec) 

5 3 

10 10 

15 15 

20 18 

25 26 

Fig 2(b).  Time required for DDI algorithm 

V. CONCLUSION  

The above proposed framework is able to handle the issues 

of database that is accurate prediction of difficult keyword 

query and imputing missing attribute values. The TRIP 

technique utilizes deterministic data imputation where 

missing values are imputed from the beginning. By 

tackling these two issues, a user can get more exact query 

results with higher precision.   

                Future work may utilize other quality conditions 

for imputation. 
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