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Abstract— Natural scene images are captured at a larger distances to include details in scenery. It is much difficult to identify 

categories because of uncertain shapes & forms present inside these images. Such ambiguous form of nature, which lacks sharp 

boundaries, makes discrimination among the classes a complex task. This paper attempts to measure this ambiguity. A natural 

scene image also can belong to multiple categories at a time which makes a task of classification much more difficult and often 

leads to classification errors. Binary classification fails to capture this ambiguity while doing multi label classification of the 

image. This problem can be handled by using fuzzy membership function with assumption that class categories in a natural 

image are non-mutually exclusive. This work provides a ranking based class membership instead of binary classification. 
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I.  INTRODUCTION  

 

A natural scene image consists of many categories exhibiting 

different semantic meanings and hence they can be 

discriminated. It means that all the patterns belonging to a 

particular category, although they are different, follow 

similar characteristic behavior. Depending on the above 

discussion some may conclude that the natural scene images 

are conveying multiple semantic meanings and hence their 

classification task is a multi label one. An image can be 

assigned a single label or multiple labels depending upon its 

characteristics. Many of the approaches [1], [10], [12], [13] 

& [14] deal with scene understanding problem as multi label 

classification problem. All those approaches try to solve the 

problem based on the assumption that scene categories are 

mutually exclusive. It is equivalent to the task of assigning a 

single image to multiple class labels, which seems to be quite 

illogical and unnatural as the real scenario is exactly 

opposite.  

 

In reality scene categories are overlapped with each other, 

which depict ambiguity in the nature [1]. Hence it is more 

logical to rank the objects in the images according to their 

degree of membership. The boundaries in natural image are 

fuzzy than in case of synthetic images. They are uncertain 

due to presence of non-mutually exclusive classes in a scene 

image.  In the literature it is found that some uncertainties 

can be represented using probability theory [1]. The 

ambiguity can be best modeled by using fuzzy membership 

functions. It specifies the degree of membership of an object 

to a particular class label. As scene images are captured from  

 

large distances to fit the entire scene in the images, most of 

the details are lost. Hence the color component, shape and 

size of natural objects cannot be quantified. So what remains 

is the texture component and hence in case of natural scene 

images it is better to assume that if an image is represented 

and described by its texture, it would result in better 

discriminative analysis of its objects.  

 

In supervised learning, input space is characterized by most 

discriminating image features. Its corresponding feature 

vector represents an input image. An output space is the set 

of labels out of which any subset may be associated with an 

unseen image depending on its input characteristics. The task 

is to model a classifier function by analyzing the training 

samples from input data for which associated set of labels are 

known. The trained classifier is then used to classify unseen 

image and predict set of relevant labels for it.  

 

Existing system with relative attributes faced a challenge of 

lesser accuracy. We aim to improve the accuracy of this 

system by employing texture features and by re- training the 

classifier with adding each query image to the dataset after 

predicting its labels.  

 

Section II includes a related work for different feature 

extraction methods, Classifiers in the literature for scene 

classification problem. Section III includes implementation 

details of the proposed system along with technical terms. 

Section IV includes experimental setup & results. Section V 

concludes the paper.  
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II. RELATED WORK  

 

It is found that statistical methods like co-occurrence matrix 

has major difficulties involving high time complexity if an 

image is represented with high number of intensity levels. 

Model based methods like fractals [2] can efficiently 

describe roughness in natural scene images. But as natural 

surface is not deterministic but would always have some 

statistical variation, it makes the computation of fractal 

dimension much more difficult.  All the sinusoidal 

transforms & Laws’ [3] mask provide comparable results 

when comparisons are done using misclassification 

probabilities. It seems that if textures are used for describing 

images, Gabor filter would be a better choice. But if 

implementation is concerned Laws’ masks are better as its 

misclassification probability is negligible although more than 

that of Gabor filters. The work [1], [4] used Gabor wavelet 

filters for feature extraction, analysis and com- pared their 

results with other multi-resolution texture features for image 

retrieval problem. It is found that the results with Gabor are 

more robust than the others mentioned earlier. Methods [1], 

[5] evaluated texture feature extraction operators using 

number of filters. The filters used are derived from discrete 

transform, Gabor filters & Laws’ masks. It is evident that 

greater the separation, better is the classification. A survey 

[6], [1] gives detailed analysis of various texture based 

segmentation methods such as statistical methods, 

geometrical methods, signal processing methods like spatial 

domain filtering, Fourier transform filters, Fourier domain 

filters, Gabor & wavelet filters etc. Spatial filtering methods 

such as LOG can work on many textures and can 

discriminate both natural & synthetic textures by controlling 

some parameters of estimation. Fourier domain also gives 

similar results. Gabor & wavelet models integrate frequency 

analysis into spatial domain thereby localizing the global 

frequency analysis. Also it is found that integrating a region 

based method with boundary based method obtain more 

robust and clean segmentation. Approaches as described in 

[6], [7], [8], [15] give details about texture segmentation and 

classification based on Gabor filters, filter selection, Feature 

selection and computation of efficient texture features for 

image classification purpose. Approach [9] tried to focus on 

the tasks such as feature extraction and representations so 

that the application areas like object recognition, image 

classification and content based image retrieval (CBIR) 

systems would be benefited with fewer efforts. The aim was 

to bridge the gap between human perception of scene images 

and their computer vision counterparts.  

 

In the analysis [5], label correlations are used to categorize 

the multi label methods but still there are no specific 

benchmarks for exploiting label correlations especially with 

domains that have large output space.  The work [10], [12] 

compared state-of-the-art classifiers viz. Hierarchy of Multi 

label classifiers, Random Forest of Predictive Clustering, 

Classifier Chains (CC) & Binary Relevance (BR). Authors in 

[11] studied the multi label problem with the assumption that 

the multi label learning algorithms are categorized depending 

on the label correlations they use either first order, second 

order or higher order. It is found that multi label learning 

models the complex semantics in output space and assumes 

relevance ordering of each class label such that a binary 

decision in classification is converted into an ordered 

membership. Random Forest of Predictive Decision Trees 

abbreviated as RF-PDT is found to be the better algorithm. 

Method [13] used BR-KNN as their base classifier & used 

iterative approach. An approach [14] converted the image 

classification problem into the optimization problem with 

objective function using sparseness in label indicator so that 

images can be classified with respect to relevant or irrelevant 

labels. Authors in [13] tried to solve the problem of multi-

label classification for input set with iterative learning. 

Authors in [16] tried to tackle the problem of representing 

uncertainties in nature. They tried to help in selecting the 

most appropriate fuzzy membership function for scene 

images. It is useful for representing uncertainties in the 

nature. An approach [16] considered scene images as 

containing non-mutually exclusive data. This method 

integrates fuzzy reasoning with qualitative reasoning and 

then maps semantics of an image onto the output space of 

predefined classes. Ranking [1], [16] was according to 

membership degree of the classes (confidence value) with 

respect to an image. The classification accuracy was more 

than 70%. But the overall time required is more as compared 

to other traditional approaches as it needs to calculate 

membership value of each feature with respect to each and 

every class. Although it has measured the ambiguity in 

natural scene images very precisely, the time complexity 

needs to be reworked on. This is because it is directly 

proportional to the number of classes and features used. So if 

more and more data has to be classified it would require 

more time which would be hazardous to any real time 

applications. Work in [17] tried to classify flower images  to 

different floral classes using color information. Approach 

[18] classified small sized general images into respective 

classes using convolution neural network and analysed the 

effect of increasing number of network layers on 

performance of the network. 

 

Related work [1], [16] on scene understanding has been 

analyzed and found that an existing system using fuzzy rank 

classifier face the challenges of time complexity being 

directly proportional to the number of class labels and 

number of features used for classification task. The 

classification accuracy of existing system is also prominently 

lesser than that using conventional multi- label classifiers 

like SVM. The existing system does not focus on the features 

used for classification. It has used relative attributes. If 

texture features are used instead of relative attributes, 

accuracy of the existing system can be improved. It is also 
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observed that, the features extracted using Gabor filtering 

technique, are more efficient in a sense that such features 

would help improve classification accuracy. 

 

III. METHODOLOGY 

 

The system is trained using training database and fuzzy 

membership matrix M is generated as the output. In testing 

phase, an unseen query image will be taken as an input from 

user and the system produces ranked classes as an output. 

For both the phases, feature extraction is of equal 

importance.  

 

3.1 Feature Extraction: 

The proposed system uses a bank of 2-dimentional Gabor 

filters with varying orientations centered at number of the 

most dominant frequencies. Features are generated from the 

outputs obtained by filtering input images using this bank. 

Input to this stage will be an image Ik(x , y) from the set of N 

number of images denoted & defined by I = {I1, I2,....,IN}  . 

The response of the filter is denoted & defined by,  

                        h(x,y)=g
′
 (x,y)exp(j(ωxx+ωyy))                  (1)                                                  

where,  

g
 ′
 (x,y) = 

 

   g(
  

  
,
  

 
) and 

g(x,y) = 
 

  
 exp( 

      

 
) and 

x
′ 
= xcosθ + ysinθ, 

y
′ 
= −xsinθ + ycosθ 

The response h(x,y) is a product of a Gaussian low pass filter 

and a complex exponential. σ is a spatial scaling parameter 

which is used to control the filter response width. λ is aspect 

ratio and θ is the orientation angle. On filtering an input 

image I(x,y) by response h(x,y), the resulting image matrix is 

represented by 2-dimensional convolution and features are 

generated from the resultant output samples. The absolute 

values of intensities of the images so obtained are used to 

compute the features like mean, standard deviation, average 

output energy, average contrast between each pixel pairs, and 

entropy. In all 50 features are obtained, using the 10 selected 

filters and 5 features for each filter response. 

 

3.2 Classifier Training: 

The classifier will be learned with the help of a fuzzy 

membership function. The membership value of each feature 

for each class will be approximated by 4-tuple fuzzy number, 

m = {α, a, b, β}. The fuzzy representation [1] describes the 

gradual change in the membership degree and hence it can be 

used to better quantify a quality of a natural scene.  

For every feature and for every class xjk, a histogram of 

frequency of occurrence is calculated to obtain mjk. The 

mutually exclusive region can be located using a threshold μ 

which is calculated as,  

                                         
∑   
 
   

 
                                 (2)                                                                 

,where B are predefined number of bins of histogram and ni 

are the number of training images that satisfy the range of 

values for respective bins. An unknown image, IQ is given as 

an input to the trained classifier and its features will be 

extracted. For feature j of class k the membership value μ is 

approximated by,  

                                                 
(3) 

Rank of a class is calculated by multiplying all values across 

all rows of matrix μ
JK.  

 

3.3 Algorithm  

We assume that the system is trained using aforementioned 

classifier training section and we have matrix M
JK

 .  

Input: Unseen Image Ik(x,y)  

Output: Relevant class categories C of image Ik  ranked in 

the order of their confidence levels. 

Steps: 

1. For each feature of each class repeat the steps 2 to 4  

2. Build histogram for each feature from xjk, which 

represents number of occurrences of training images in 

respective bins. Number of bins B is empirically set to 

60. 

3. Compute mean value for each histogram built in step 2    

4. Use a threshold equal to the mean value obtained from 

step 3 for defining dominant & overlapped regions for 

corresponding feature and class.    

5. Return μ
JK

 containing the values α, β as cut off for 

overlapped region and a, b as lower & upper bounds of 

the dominant region for corresponding feature and class. 

   

6. Compute Rank using,  

Rk = 
  

∑  
  and Pk = ∏    

 
         is a Product Pk of 

membership values is calculated across all the features 

for each class k.  

 

IV. RESULTS AND DISCUSSION 

 

The Outdoor Scene Recognition (OSR) data set is used to 

test the performance of the system. It is a collection of 256 X 

256 color images of natural scenes. Dataset includes 8 

outdoor scene classes. It contains 2688 labeled images in all. 

Figure 1 shows sample images from each class.  

 

The system is tested to identify the number of correctly 

classified images and number of incorrectly classified images 

over the entire database. The overall system accuracy is thus 

calculated using,  
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Accuracy = 
                                     

                        
 

The following system parameters are set empirically. 

Number of bins, B = 60, Orientation angle θ = 

{0
0

,60
0

,90
0

,120
0
,150

0
} 

 
Figure 1.  Sample images in OSR dataset. 

 

Through this experiment number of correctly classified and 

incorrectly classified images over the entire database are 

observed. In correct classification the images are divided into 

two types: I. Images with class membership greater than or 

equal to 0.5 II. Images with class membership less than 0.5 

but still it is the highest among all. In the incorrectly 

classified prediction the membership of the true class is not 

the highest. Table 1 shows the Overall Accuracy for the OSR 

dataset, where 2566 images from 8 categories were applied 

as query. Average System Accuracy is 97.3 %. The lowest 

accuracy of 95 % is observed for coast category.  

 

Table 1. Overall Accuracy for OSR dataset 

Classe

s 

Correctly Classified 
Incorresctly 

Classified 

C 

Accuracy 
   

     
 

    

A 

(membership 

>= 0.5) 

B 

(membership 

< 0.5) 

Coast 250 20 12 95 

Forest 290 25 10 96.9 

High-
way 

239 13 0 1 

Inside-

city 
281 15 12 96.1 

Mount
ain 

318 44 8 97.2 

Open 

Countr
y 

327 48 6 98.4 

Street 242 44 6 97.9 

Tall 

Buildi

ng 

328 17 11 96.9 

Total 2275 226 65 97.3 

The class membership for unseen query images is shown in 

figure 2. Almost all unknown images are correctly classified 

with ground truth class membership more than 0.95. Unlike 

other classes, image with ground truth of Inside City is 

incorrectly classified as Tall Building with membership of 

0.835. It still has Inside City class membership of 0.164, 

which shows that the classifier is confused between the two 

classes viz. Inside City & Tall Building. It shows realistic 

prediction of the classifier using fuzzy membership function. 

 

V. CONCLUSION AND FUTURE SCOPE  

 

Existing system assumed that any kind of the features could 

be used for classification. But we assumed that for successful 

classification efficient features are needed. For this reason 

texture features are used which are extracted using Gabor 

filter. Because of using texture features instead of relative 

attributes the performance of the existing system has been 

increased. Almost 97% of the images from OSR dataset are 

correctly classified as per the ground truth. The number of 

images, which are incorrectly classified, is also very small. It 

means that the erroneous predictions have been reduced.  

  

The future work may include testing the system on different 

databases with large number of images with many categories. 

Further it can be studied to account for the effects of 

different class membership functions on the system.  

 
Figure 2.  Class memberships for unseen query images.  
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