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Abstract— Text similarity of text measuring is a challenging task when text is in local languages and large in amount. Text 

measuring tools are easily available in the market but for regional languages very few tools are available. To figure out we 

have introduced a text similarity in native languages. In this paper, we are highlighting the Punjabi language where we find 

out that cosine similarity measures the accuracy of the Punjabi documents with other Punjabi documents. Text in both 

documents is divided into n-grams and then the common n-grams are found. The text in the documents is subject to pre-

processing, which includes tokenization and punctuation removal, followed by stop words removal and stemming. After 

the preprocessing step, the similarity score is calculated using the cosine similarity. The purpose of doing this is to one step 

toward highlighting native languages. The features, performance, advantages, and disadvantages of various similarity 

measures are discussed. In this paper, we provide an efficient evaluation of all these measures and help the researchers to 

select the best measure according to their requirement. 
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I.  INTRODUCTION  

 

IIn the 21st century Text data exponentially grows. Text 

data is unstructured in nature and to extract information 

from such data is challenging tasks and to get relevant 

information from unstructured data, preprocessing or 

labeling the text data is necessary. Labelling text data is a 

tedious task as compared to non-text data such as video, 

images, audio etc. Once text data is well labeled, training 

that data is the easiest approach. Label Text data is used in 

supervised learning, to perform text classification whereas 

for clustering documents we require an unsupervised 

learning approach of ML. Document clustering is the 

technique where we categorize the text data into various 

categories, to do so we use feature engineering on it. 

Segregating the documents into various categories requires 

a lot of effort and manual work, if language is not much 

popular. In India there are 22 major languages, according 

to Indian constitution[27]. Most languages labelling are 

still pending but almost all languages are interrelated to 

each other, for example Dravidian languages- originated in 

(South India)  mainly, Tamil, Malayalam, Telugu and 

Kannada. Text data clustering is also a popular 

terminology in terms of NLP. There are various challenges 

while doing clustering documents,one of the common 

issues while doing clustering are same sentence different 

meaning or same word used for different sentences. There 

are various questions while implementing or dealing with 

text documents such as: measuring similarities, distance 

between appropriate documents, calculating metric, how 

and when clustering document, when we get perfect 

clustering etc. All these common questions arise while 

working on document clustering [14]. Various techniques 

are combined together to increase efficiency of the 

modules, for example, using text similarity and distance 

metrics are helpful to make a document clustering 

module.Using text similarity we can also generate topics of 

the documents. Topic modeling, clustering, summarization, 

semantic all require similarity check [7]. Semantic 

similarity is information gathering from web resources 

using crawling to integrate all text resources and measure 

similarity between them , even this approach is also used to 

check plagiarism. Semantic similarity performs on 

words/sentence/paragraph/ to calculate distance based on 

that it analyzes how much similarly two entities , if 

distance is lesser than similarity is more. Similarity can 

also be checked through lexical, word sequence and its 

characteristics relates to lexical whereas its meaning 

related to semantics, lexical and semantically are parelley 

in used to measure accuracy. Various types of algorithms 

are measuring similarity word, sentence or phrase, the 

string based algorithm is suitable for lexical analysis and 

corpus and knowledge based suitable for semantic. 

Semantic similarity measures are being intensively used in 

various applications of knowledge based and semantic 

information retrieval systems for identifying an optimal 

match between user query terms and documents. It is also 

used in word sense disambiguation for identifying the 

correct sense of the term in the given context. Semantic 

similarity and semantic relatedness are two different 

concepts but related to each other. For example, “mother” 

and “child” are related terms but are not similar since they 

have different meanings[5]. The survey paper is structured 

as follows: 
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Section two highlights the related work in the field of 

semantic similarity measures. Section three describes the 

Corpus based similarity measures and Section four 

describes the knowledge based similarity measure. Section 

five highlights various semantic similarity measures in a 

tabular form. Section six presents the summary of the 

survey in the form of conclusion. 

 

II. RELATED WORK  

 

A. Information Retrieval (IR) 

Information retrieval (IR) is the technique to get exact 

information from corpus or the documents that are related 

to the search entity. For example, On google when we 

write in search bar google automatically find out exact 

match related to search the technique, this approach is 

Information retrieval that make relevance document, 

content related to search or in other word based on rank, 

score and similarity, we easily get similar output on 

google.[11] 

 

B. Feature Engineering 

Feature engineering is a domain or way to make machine 

learning approach easier. Generally preprocessing, Bag of 

Words, TF-IDF, and word vectorization models are usually 

used to filter or extract meaningful information from raw 

data, so feature engineering is a mixture of all to make it 

easier for ML/DL [10][8]. 

 

C. Text Normalization 

Text Normalization is a common approach in NLP, and 

used in various text related valuable techniques such 

summarization ,clustering etc. The most common steps in 

text normalization are tokenization where sentences are 

tokenized into words, removing stop words like a, an, in 

etc, then lemmatization and stemming to remove in words 

and use of dictionary to make sentence correct[3][4]  

 

D. Similarity Measures 

Similarity measures are popular terms in text similarity 

measures or text clustering. similarity measures use degree 

of closeness in term of word, sentence, documents. 

Similarity measures help to measure the close relation 

between two sentences, paragraphs & documents, based on 

similarity measures the performance of text based models 

is quite better. Various algorithms that are used in text 

measuring are generally derived from similarity measures. 

The main principle behind this measure is distance 

between two documents, how far and near two documents 

from each other are clearly understandable, in the 

paper[13], text similarity of  english documents easily 

calculated. 

 

Consider a separation measure d and two substances (state 

they are archives in our unique situation) x and y. The 

separation among x and y, which is utilized to decide the 

level of likeness between them, can be spoken to as d(x, y), 

yet the measure d can be called as a separation metric of 

similarity[1][2] if and just in the event that it fulfills the 

accompanying four conditions: 

 

(a) The separation estimated between any two elements, 

state x and y, should consistently be non-negative, that is, 

dxy,()³0. (b) The separation between two elements should 

consistently be zero if and just on the off chance that they 

are both indistinguishable, that is, dxy iff xy,()³=0 .(c) This 

separation measure ought to consistently be symmetric, 

which implies that the good ways from x to y is 

consistently equivalent to the good ways from y to x. 

Numerically this is spoken to as dxy dyx,,()=(). (d) This 

separation measure ought to fulfill the triangle imbalance 

property, which can be numerically spoken to dxz dxy dyz 

 

A. Text Similarity 

Text similarity is implemented on word,sentence,paragraph 

& documents. To measure similarity there are two 

approaches one is lexical another is semantic both are 

popular and useful, lexical observing the content of text 

with respect to syntax, structure based on that it measures 

similarity [15][16]. whereas semantics use meaning, 

grammar of the content,how close the meaning of one 

word with respect to another [17]. 

 

The most mainstream zone is lexical likeness, in light of 

the fact that the strategies are more clear, simple to 

actualize, and you can likewise cover a few pieces of 

semantic closeness utilizing straightforward models like 

the Bag of Words. Normally separation measurements will 

be utilized to quantify likeness scores between text 

elements, and the accompanying two wide zones of text 

closeness areTerm closeness,Document comparability[26]. 

 

B. Analyzing Term Similarity 
Analyzing term similarity is very popular while using 

search engines. Several applications are available such as 

when we search on Google, Google automatically corrects 

or gives suggestions based on similar search by most of the 

time, similarly in google doc autocomplete or 

autosuggestion is commonly used Term Similarity 

approach. Different words representation and its metrics 

are clearly explained using the Bag of Characteristics, 

Vectorization in paper[18]. 

 

C. Hamming Distance 
This metric is like the Hamming separation theoretically 

used in information and communication, where we take 

away the contrast between each pair of characters at each 

position of the two strings[19]. Numerically it tends to be 

indicated as where u and v are the two terms of length n. 

 

D. Manhattan Distance 
Adroitly it is like a Hamming, where instead of calculating 

mismatches,  we deduct the contrast between each pair of 

characters at each position of the two strings. 
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Formall[20],Numerically it very well may be meant 

as,where u and v are the two terms of length n. 

 

E. Euclidean Distance 

The "ED" is additionally called Euclidean norm[22], L2 

standard, or L2 separation and is characterized as the most 

brief straight-line separation between two focuses. 

Mathematically this can be signified where the two focuses 

u and v are vectorized text terms in our situation, each 

having length n. 

 

F. Cosine Distance and Similarity 

The Cosine distance and similarity is the way to find out 

the actual similarity between two documents or vectors 

[24]. Cosine similarity use cosine function to measure 

similarity of non-zero positive vectors,if the value is closer 

to 1 meansvector are similar to each other whereas if value 

is closer to -1, it mean vectors are converse to each other   

  

 

III. PROPOSED APPROACH 

 

Document similarity analysis is an important part of 

Information Retrieval. Two documents can be treated as 

similar if they are semantically close and are related to 

similar concepts. Similarity measures can also be used to 

detect duplicates. As the number of information resources 

and document quantity is exploding, we need efficient 

tools to help the users to analyse the documents for how 

similar they are and/or to detect plagiarism in the 

documents, if any. Punjabi language is the world's 10th 

most spoken language as per Nationalencyklopedin 2010 

[7], but not much resources are available for text 

processing in Punjabi. A lot of work and research has been 

done on English and we get many tools and inbuilt libraries 

for carrying out different operations and manipulation of 

text in English but to the best of our knowledge, not much 

work has been done on Document similarity on Punjabi 

documents till date. In this paper, the proposed method 

finds the similarity between two given documents using the 

Cosine similarity approach, and detects similarity based on 

the n-grams approach. A user friendly GUI has also been 

developed using python’s Tkinter for the same various 

steps has been taken to implement cosine and gui interface 

such as Tokenization, Language detection, Stemming, 

Lemmatization, POS tagging, Identify named entities 

(NER recognition), Chunking etc.  

 

Cosine likeness is a proportion of similitude between two 

non-zero vectors of an internal item space that measures 

the cosine of the point between them.   

The normalised tokens are fed to the module that calculates 

the similarity between the documents and returns the 

similarity index as an output. 

The final step is to output the similarity index/measure 

obtained as a result of cosine similarity calculation 

algorithm on the GUI. 

 

In this paper we are using Cosine Similarity to measure the 

accuracy between two documents of Punjabi for that we 

are using python language In the next section we have 

experimentally proof. 

 

IV. RESULTS AND DISCUSSION 

 

Our model is designed to check text similarity between two 

Punjabi documents written in Gurmukhi script. For 

checking the similarity of documents, cosine similarity has 

been used. Other techniques such as frequency distribution, 

tf-idf and jaccard distance were also analyzed to find the 

similarity between the documents but the cosine similarity 

technique was found to be giving the best results. Jaccard 

similarity gave 100% similarity whereas Cosine similarity 

gave 99.89% similarity in case of documents that have 

exactly the same content except one extra line in one of the 

documents. So, cosine similarity is found to be better. For 

plagiarism detection, ngrams have been used. Plagiarism 

index has been find out by changing the value of n-grams. 

By experimenting on the various values of n-grams, it is 

found out that using n-gram value greater than 5 degrades 

the performance of the system in terms of similarity. When 

we work on unigram (1-grams) or bigram (2-grams) we see 

that it considers the text as a bag of words. This shows that 

they don’t contribute to the similarity of two documents. 

For a low value of n, a large number of n-grams will be 

generated , so the processing time will be more. So by 

comparing the processing time and accuracy, the value of n 

in n-gram is taken to be 5.  

 

There are four possible cases in this model:   

1. When exactly same documents are uploaded   

2. When documents about same topic are uploaded  

3. When documents about different topic are uploaded 

When documents of language other than Punjabi are 

uploaded 

 

The below figure is when documents about same topic are 

uploaded 

 

Fig. 1 Similarity & Plagiarism Tool 
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Fig. 2 Graphical Representation of Plagiarism & similarity 

 

With this figure we have concluded that similarity is alway 

less than or equal to plagiarism and our model is better to 

find Similarity & plagiarism between Punjabi documents. 

 

V. CONCLUSION AND FUTURE SCOPE  

 

Text Similarity for native language is a complex task and 

has many issues associated with it. There are a number of 

tools available for English, but not much work has been 

done in the field of finding similarity between Punjabi 

documents. For similarity calculation, the cosine similarity 

approach has been used and for plagiarism detection, n-

grams approach has been used. A simple and user-friendly 

interface has been created for easy access. Document 

similarity and Plagiarism detection for Punjabi documents 

can be useful in various fields such as human resource 

applications for finding similar employees using automatic 

CV mining, clustering of documents and auto-

categorization, Patent research by matching potential 

patent applications against a corpus of existing patent grant 

and so on. 
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