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Abstract-Information retrieval has a motive for obtaining the meaningful information on the basis of user demand. Information 

retrieval plays a major role in providing the information from huge amount of documents as per the requirements. Now days, 

the huge amount of data has been spread all over the world. We acquire data from various sources viz; internet, social media 

etc. some data is created by ourselves. In our system we have lot of documents stored but it is very difficult to address 

meaningful document or to find the information which relates our document. It is time consuming task to collect the needed 

information or document from the dataset available with us. In this paper, the focus is done over the information retrieval by 

constructing ontology framework. TF-IDF will help to find frequency of word present in document which will help to get the 

weightage of document. Input will be dataset & user document and the output will be documents matching the user document. 

The threshold is set to retrieve the accurate documents.  
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I. INTRODUCTION 

In the recent years the growth of population is increasing as 

well as the growth of technology is increasing rapidly. Due 

to the increase in technology, the bulk of information is 

generated and it is difficult to scrutinize the information. The 

information is increasing from the internet, social media etc. 

Large amount of the data is generated in text format. There 

are lots of documents present hence it is really hard for the 

user to search for the documents as per the demand. The text 

documents are in pdf, txt format. Large amount of documents 

sometimes does not have keywords to identify. Some people 

highlight the sentences from the document and important 

keywords in the document while creating the document, still 

when the person needs the relevant document it takes time to 

identify those keywords from the large document. To filter 

the information is the major and difficult task. The 

information retrieval system helps to retrieve the possible 

matched documents with the help of input query. 

 

One method to retrieve the documents from the huge amount 

of document (dataset) is with the help of constructing 

ontology framework. Ontology helps to reuse the domain 

knowledge [2],[7]. Ontology helps to define the classes, set 

of instances and propertied [4]. Ontology can be used in the 

medical field, knowledge management, information retrieval, 

semantic search, web etc. Ontology framework can be used 

with any other application to retrieve the information. Since 

ontology can be reuse it is not necessary to construct new 

ontology every time[12]. In this proposed system the 

ontology framework for desktop application is constructed. 

The user document is taken as an input query. Feature 

extraction helps to reduce the noisy data from dataset.  

 

With the help of term frequency-inverse document frequency 

(tf-idf) weight of words are identified, which help to find the 

highest priority document having related similar words to the 

user document. Input will be dataset & user document and 

the output will be documents matching the user document. 

The threshold is set to retrieve the accurate relating 

documents.  

 
II. RELATED WORK 

Aizhang Guo and Tao Yang [1] have analysis weights of 

feature word. They modifies the term frequency inverse 

document frequency algorithm. T. Muthamilselvan and B. 

Balmurugan [2] have focused on cloud automated framework 

which helps to retrieve the relevant documents. In the 

proposed framework they have worked on two ontologies. 

The semantic web is used as a tool to retrieve the documents. 

The dyadic deontic logic rule is used for graph derivation 

representation. Similarity measures are calculated using 

cosine rule between two documents. The framework is used 

for e-health applications. 
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Kaijian Liu and Nora El-Gohary [3] have proposed 

information extraction framework. This framework 

automatically recognizes and extracts data. Ontology is used 

for sequence labeling with term identification.  

 

Yuefeng Liu and Minyoung Shi, Chunfang Li [5] have 

focused on text extraction. The pre-processing is done from 

Chinese text. Mutual information is used to identify 

correlation two words in a set. N-gram algorithm is generated 

for two-word phrase. Term frequency is calculated between 

the words. Linguistic rules are used for screening.  

 

Chaleerat Thamrongchote and wiwat vatanwood [6] have 

proposed business process ontology for defining user story. 

The user stories are the small card which provides the 

requirements of the user. The card describes in the role-

action-object format. The template of the user story is 

collected accordingly classes are defined and hierarchy of 

ontology is created. Schema graph of ontology has 

constructed. The relation between ontologies is described and 

the synonym is found to reduce nodes of ontology.  

 

Bernardus Ari Kuncoro and Banbang Heru Iswanto [9] had 

done ranking keywords of Instagram user’s image caption. 

Multiple words can also be weighted and retrieved with the 

help of TF-IDF [11][14]. Ying Qin [8] had implemented the 

framework for location information extraction and keyword 

extraction from the single document. Prafulla Bafna, Dhanya 

Pramod, Anagha Vaidya [10] has used term frequency and 

inverse document frequency for document clustering. 

Clustering and ontology together helps to retrieve 

information [10][13]. 

 
III. METHODOLOGY 

The proposed system designed with the original user 

document and the publicly available dataset. In this proposed 

system the documents which are relevant to the user input 

document is extracted hence there is need of a framework for 

information extraction. The set of documents are given as an 

input to the system. To find the useful words from the 

document the frequency of the words which occur in the 

document are checked. We can quickly search the efficiency 

of words from the documents. The ontology file is created 

and to store the ontology file the ontology repository need to 

be generated. To get the similar documents as per user input 

document, the similarity between the documents need to be 

checked. The main goal of the paper is to provide the 

relevant documents to the end user.  

Following process takes place to reach the objective of 

paper: 

1) Input: User document and dataset.  

2) Output: Fetch data from user document and provide 

relevant files to user. 
3) Validations: Identify similar words and its 

frequency of occurrence from input datasets.

  

 
Figure 1: Block diagram of efficient retrieval of relevant documents 
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Stage 1: Pre-processing  

In this stage cleaning of data is done. The dataset is taken 

from available valid dataset from internet. The pre-

processing is performed on dataset in the training phase 

where the noisy data is removed from the documents. There 

are many missing values and inconsistent data in the 

documents which is not meaningful & it is of no use. Hence 

that should be removed. Stop words are removed from the 

uploaded data. Stop words in the document means the words 

which are useless, which don’t provide any valuable 

information. Stop words removal is to remove words like “is, 

an, the”. If such words are found in the document then they 

are deleted from the document. Stemming is another part of 

pre-processing. The word which ends with suffixes (for 

example: “es, ing”) are found and then those are separated 

from the word and removed. The rest part of the word is kept 

as it is. The porter stemming algorithm is used. After pre-

processing, logical rules were created to form the sentences 

as per clauses, which will help to generate ontology.  

Stage 2: Term Frequency-Inverse Document frequency 

factor calculation & ontology construction:  

The module involves assigning weights to the words and 

calculating the weight of the words in the documents. After 

stemming & pre-processing, the sentences which we get in 

the pre-processing are now used to calculate the TF-IDF 

factor.  

We calculate TF-IDF by using the traditional formula:  

        
        

 
 

      

√∑     
     

 
 

      

 

After calculating the TF-IDF score with the help of formula, 

the .owl file is created and all .owl files are stored in 

ontology repository. 

Stage 3: Similarity Measure 

After pre-processing the user input document and finding the 

word frequency, the ontology of words is generated forming 

repository. The next step is to find the similarity between the 

words from documents. We use Cosine similarity measures 

to measure the similarity between the documents. The 

similarity is calculated basically for good and quick results. 

Here the similarity measure shows how many documents 

having similarity with the given input. Cosine similarity can 

be calculated as: 

similarity(doc1,doc2)= cos(ө)=
        

|    ||    |
 

Stage 4: Retrieval of documents:  

The final step is to fetch the matching documents. The limit 

of document is computed, it helps to fetch the matched 

documents. After certain experimental results, we will set the 

limits which will help to retrieve relevant documents. 

Following is the algorithm for relevant document extraction: 

Pseudo code: Relevant document extraction 

Inputs: 

Input A: User document (document provided by user called 

as base document) 

Input B: Dataset (set of documents which are available 

publicly) 

Output: set of relevant documents 

Algorithm: 

d= user document 

D= documents from dataset 

cnt= counter 

x= index of relevant documents 

y= index of irrelevant document 

Input a= user document 

Input b= documents from dataset 

For loop d=1  

For loop cnt=1 to n 

 

If 

The limit of a & b is 0.5-1.00, input a and input b 

corresponding to each other hence index is 

incremented; 

x=x+1; 

Else 

Irrelevant index is incremented 

y=y+1; 

Increment counter cnt=cnt+1; 

End loop 

End for loop 
 

IV. RESULTS AND DISCUSSION 

Results analysis is done through recall and precision. For 

training dataset the publically available dataset is taken. It 

contains 350 text files. The graph shows the performance 

evaluation with the input of dataset. 

Table 1: Performance evaluation on Training dataset 
Dataset(no. of 

documents) 

Precision Recall 

150 0.6 0.3 

200 0.7 0.4 

250 0.8 0.5 

300 0.9 0.6 

350 1 0.7 
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Figure 2: Document retrieval analysis graph 

V. CONCLUSION AND FUTURE SCOPE 

The paper represent a framework for information retrieval, in 

which graph is used to represent the relevance relations 

among the documents. The user gets the relevant documents 

that we say matching documents on user need. The term 

frequency and inverse document frequency helps to find out 

the weightage of the words, the frequency of the words 

present in document, which will help to get the most useful 

content document. The logical rule helps to form the 

statement, which helps to create ontology. The similar 

documents are measured with the help of cosine similarity 

and the threshold value helps to retrieve the document. In 

future, more rules can be generated and the accuracy of the 

document can be measured by time efficiency. More 

effective algorithm for retrieval can be generated.  
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