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Abstract— Online applications like Facebook, Google Apps, WhatsApp, Amazon, Flipkart etc. are huge companies that have a 

huge customer base and many of customers use their apps concurrently. It put much load over their servers and relatively more 

load on the application. This overload degrades the performance of the application. The more request-response to an 

application, the more it applies load on the server. However, a server infrastructure consists various limits to serve a total 

number of requests per second. Therefore, the server infrastructure and architecture of the application must be developed in 

such a manner that can be deployed on multiple servers. When the number of users increased, the application can serve to all 

users by just deploying the same application to more servers. Such kind to development architecture requires more knowledge 

and more experienced developers. Also, the cost of such deployment need lots of money to purchase/subscribe various third-

party packages. In this paper, I am presenting a design architecture and deployment method for Active-Active application 

clustering that will help to develop applications, which can scale-up at any time without making any changes to application 

code. The application can handle any number of requests and can serve more users than expected. This architecture uses open 

source tools and technologies so that it is a low cost solution and provides high performance. 
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I.  INTRODUCTION  

Application clustering denotes that a single application can 

be deployed on multiple server machines and share requests 

of users. Especially when the application is serving requests 

online from the remote location. There are so many 

companies like Google, Facebook, WhatsApp, etc. which are 

using clustering in their applications. ERP applications are 

generally built upon some kind of clustering. Although 

application clustering is a very expensive and require a lot of 

knowledge to implement. But now there are various open 

source tools and technologies are available which allows 

creating our own application and database cluster without 

any cost or very low maintenance cost. Such tools are very 

popular and being used by lots of giant IT companies. Such 

tools are being described in this paper and also explain to 

create our own application cluster with the database. 

The following consideration adopted for the architecture: 

 Design a low cost and highly efficient solution for 

application clustering. 

 Active-Active application clustering, which can 

serve millions of customer requests. 

 Use of open source tools and technologies. 

 100% Up-time for applications to customers. 

In the Active-Active clustering, multiple instances of 

applications and database will be distributed on multiple 

server machines and work in a group to serve millions of 

requests. It is most important that all components of the 

Active-Active clustered application must support clustering 

like a database, shared memory, message queue etc. So it 

needs to choose a right component to design and implement 

Active-Active application clustering. 

The objective of this research to develop an efficient, high 

performance, low cost, and 100% up-time service 

applications which can deliver 24x7 services to users even it 

faces any kind of disaster. Active-Active means that the 

application and all of its component will have multiple 

numbers of instances and can deliver always running services 

to users without feeling them that there is any failure in the 

application system. 

The rest of the paper is organized as follows. Section II is an 

illustration of related works about the proposed topic. 

Section III discusses the terminology and concept used in the 

research. Section IV describes the proposed architecture. 

Section V provides a description of various open source tools 

and technology used in the research. Section VI presents 

comprehensive test results. Section VI concludes the paper. 
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II. RELATED WORK 

  

The work done previously was only limited to clustering of 

database component of service applications. Most of the 

service applications are deployed on the single server system. 

And a very few applications are deployed on multiple servers 

but again only one server work as a primary application 

server and other remaining nodes works only when some 

disaster occurs. The shifting of services to secondary nodes 

are still a manual process. It brings downtime and impacts 

the users of that application. And when the primary server 

recovers, they switch the services to the primary server. 

This research includes Active-Active clustering of 

applications along with database and other supporting 

components. So it reduces the downtime to zero and 

decreases the manual intervention as well. 

 

III. THE TERMINOLOGY 

 

Active-Active clustering requires multiple hosts to create a 

cluster (group) for all the components of the application. For 

small applications or start-up business applications can use 

at-least two nodes or hosts for each component of the 

applications. For example two nodes for the application 

cluster, two nodes for database cluster etc. So it needs to 

purchase many server machines to deploy such an 

application. Rather, purchasing many servers, we can use a 

hypervisor through which we can create multiple virtual 

machines in a single physical host. It is also known as 

Virtualization technique. In the Virtualization technique, all 

virtual machines share the resources of host server like CPU, 

RAM, network etc. and also enhances the performance of 

server applications. Other benefits of virtualization are that 

we can upgrade or downgrade the resource utilized by a 

virtual machine at any time, even when the virtual machine is 

up (running) and serving request to users. 

So virtualization plays a vital role to design and develop a 

low-cost Active-Active application cluster. There are many 

options available as a hypervisor for virtualization. VMware 

ESXi is one of the popular hypervisors which provides both 

free and subscription-based services. KVM, XenServer or 

ProxMox are the fully open source and reliable hypervisors. 

We can also clone a virtual machine to create an exact copy 

of any component of our application. VMware provides this 

feature as vMotion in its product named VMware vCenter. 

KVM enables this feature by using QEMU. 

Using virtualization, we can manage a single host. It 

provides high-performance computing. But generally, we 

may have multiple servers or hosts, which may have the 

same or different kind of hypervisors. The servers may also 

be located on different physical location. And also all servers 

must be connected to each other in a high bandwidth network 

to create a cluster. So managing multiple servers with 

different hardware and operating system or hypervisor in a 

network is also a critical task. Adding new server and 

removing a faulty server from the cluster also requires high 

attention and manual work. To overcome this problem, we 

can create a cloud environment for the servers and network.  

Cloud computing is not a new term, it is widely used and 

many cloud service providers are delivering ready-made high 

performing cloud cluster. We can hire cloud infrastructure 

servers, public cloud or individual virtual machines for all 

application components. Hiring cloud-based virtual machines 

from vendors are cheap when our uses of the servers are very 

low. But when the uses of servers get increased, the cost also 

get increased because the public cloud is based on pay-per-

use. If we have enough budget to purchase our own servers, 

then we can go with a private cloud to group and manage our 

servers. A private cloud allows us to create our own cluster 

of servers or data-center where all of our physical servers can 

be connected to the virtual network. A virtual network is 

again sub-instance of our physical network. OpenStack is the 

most popular and open source framework available, which 

provides all the features and options, which are required to 

create our own Private cloud and data-center. 

In Active-Active clustering, all request of users can be served 

by using a single IP address which is internally connected to 

the private network with multiple nodes. This enhances the 

security much because there is only one public IP available 

to users and if someone wants to attack our application 

network, we can block from this single IP address [14]. 

Generally, a cluster contains a load balancer which holds a 

single static IP address and can scale the cluster horizontally 

or vertically. This load balancer work as an entry point for 

our apps. All other nodes are connected to the interconnected 

network and work as a single computer. A cluster can be a 

group of ten thousand or more processors [17].  

The HAProxy load balancer is an open source tool which is 

widely used to provide single IP to outside world. The DDoS 

protection is highly efficient to block hacker’s attack. 

HAProxy load balancer provides various algorithms to 

redirects incoming requests to an internal range of IP 

addresses or domain name. It can also depend upon geo-

location based or type of service request. 

An application cluster can have 2 or more application nodes 

and all node may require a connection or connection pool to 

a database. So it is also required to configure the database in 

the cluster. There are many databases which are cluster-

enabled. Database cluster can be either master-slave type or 

master-master type. A master-slave database cluster uses 

Eager replication where master-master uses Lazy replication 

technique [20]. A master-slave database cluster contains a 

master database node which can both read/write the database 

and one or more slave nodes which only allow reading data 

from the database. In a master-master or multi-master 

database cluster, all nodes work like master node i.e. 

read/write operation can be done on all nodes in the cluster.  
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MariaDB Galera cluster is used to create multi-master cluster 

for MariaDB database (earlier was MySQL database). For 

Postgres database, pgPool-II and Bi-Directional Replication 

(BDR) open source tools are very popular and also being 

used in production. In multi-master replication concurrent 

queries and the transaction can be committed on all nodes 

asynchronously i.e. it improves the performance and can 

distribute the load over multiple nodes of the database [21]. 

For sharing common and temporary data among the cluster 

nodes requires an additional in-memory database. The in-

memory database can store data in RAM, which can be 

accessed in the cluster for fast data sharing. For example, to 

store the session data for a user, we can use this kind of 

database. Memcache and Redis Cache are the top brands in 

open source in-memory shared databases. Both are fast and 

easy-to-use. And also both have some pros and cons. So it 

requires analysis to conclude and choose which is better for 

our Active-Active application. An in-memory database is 

used to store temporary data only. 

In Active-Active application clustering, there is more 

requirement which is inter-process communication system. It 

is required when two or more applications want to 

send/receive messages to perform the further task. It is not 

necessary for all applications. Mostly it is used when a single 

application uses multiple other small applications also known 

as threads. Such threads work independently and can produce 

output itself. But the output generated from one thread may 

be used as input for other threads. So such output message of 

a thread can be delivered to other thread using a messaging 

or inter-process messaging system. For this, we can go with 

Kafka which most popular nowadays and also it is open 

source. We can create a cluster of Kafka as well. We can also 

use ActiveMQ, RabbitMQ, or ZeroMQ instead of Kafka. 

 

IV. THE ARCHITECTURE 

 

The Active-Active architecture contains various components 

which must be arranged and deployed in proper manner. All 

components have their own role, task, characteristics and 

deployment procedure. Some components are required to 

design Active-Active Clustering and some components are 

optional or dependent upon the application needs. A general 

architecture for Active-Active clustering described as 

follows:  

 
Figure 1. Active-Active Clustering Architecture

A. Major Components 

The Active-Active application clustering architecture is 

shown in the Fig. 1. It has various components to fulfill the 

purpose of this architecture. Each component is indicated by 

a sequential number and described as below: 

1) Load balancer for outside world:  

All the request from users/clients will come into the system 

will pass through this component. It is the single entry point 

from where user requests can go into the application servers. 

This is the only single point of failure when this become 

faulty. To prevent the service break down, we need to deploy 
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another secondary failover load-balancer, which will work 

only when this load balancer will stop working. 

2) Application node1 

The node contains the application instance which will 

actually process all the request. All remaining component 

will be used by application reside in this node. So it must 

have access to all the other components. 

3) Application node2 

This is the second instance of the application node1 because 

the Active-Active application architecture requires a 

minimum of two nodes of applications. We can add more 

nodes for the application at any piece of time or whenever 

the requirement get increased. 

4) Load Balancer for Database:  

This load balancer works as a bridge between the application 

and database cluster. As already described that in an Active-

Active cluster environment, the access to the database must 

also be in a cluster. So all nodes of the database cluster will 

be handled by this load balancer. 

5) Database server1 

It is one of the nodes from the multi-master replication 

cluster of the database. It can read/store from/to the database. 

This database node can accept concurrent queries from the 

application server via the load balancer and execute them as 

a transaction. After each successful transaction, the node 

sends the same transaction to all other remaining nodes of the 

database cluster.  

6) Database server2 

This is the second instance of the multi-master database 

cluster. As we know, a cluster requires at-least two nodes to 

form a cluster. This node can also accept concurrent queries 

from front-end applications and execute them as a 

transaction. After successful execution of a transaction, this 

node will also send the same transaction on other remaining 

nodes of the database cluster. This will be done by all nodes 

very quickly. 

7) Memcache server1 

This node is again will be used by the application. The 

application can use this node to store in-memory data or 

cache for fast retrieval. This is used to store intermediate 

temporary data in the cache and can be accessed very fast. 

8) Memcache server2 

This is again secondary node for in-memory caching. But it 

is developer choice to have replication or sync with other 

Memcache node because some application may need the 

cached temporary available all the time even on failure of 

one node.  

9) Kafka Cluster 

It is for exchange information among application servers. It 

works as a message queue for inter-process communication. 

Every application server can send a piece of information to 

the Kafka server and afterward, all other nodes can pick that 

information for their use. Kafka also needs to be deployed in 

form of the cluster because if one node gets failed, then the 

messages sent by an application server can be delivered to 

another node even any of Kafka node gets failed. 

 

V. TOOLS AND TECHNOLOGY 

 

To implement this architecture, the following tools and 

technologies can be used. 

A. Software-based load balancer 

There are many software-based load balancers are available. 

Some open source load balancers are followed: 

 

Table 1. Some open source and reliable software-based load balancers 

S. No. Name Description 

1 HAProxy load balancer HAProxy is a free, reliable and widely used open source software based load 

balancer which manages load among two or more back-end servers. It can 

distribute request on round-robin, geo-location based or using various other 

algorithms. It makes services available all the time to users (No downtime). 

HAProxy regularly checks the health of all of its backend. If one of the backend 

servers gets down, it redirects all the requests to the remaining backend servers. 

2 NGINX Proxy server and load 

balancer 

NGINX is another choice for developers and system administrators. It also 

works like a HAPorxy load balancer. It can serve for HTTP, HTTPS, TCP and 

UDP protocols. It can also work for mail server protocols like IMAP, POP, and 

SMTP. It is a combination of the load balancer, reverse proxy, content cache, 

and web server. 
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B. Database cluster with multi-master replication 

For the Active-Active cluster architecture, we have chosen 

the multi-master asynchronous replication for the database. 

It allows us to divide the load of database access among 

multi-nodes in the cluster. Some open source database 

clustering tools and technologies are as follows:  

Table 2. Some open source multi-master replication based database tools 

S. No. Name Description 

1 PostgreSQL BDR PostgreSQL BDR (Bi-directional Replication) is a product of 2Quadrent which 

is open source and work upon the core PostgreSQL. It provides asynchronous 

multi-master logical replication for PostgreSQL database. Multi-master means it 

can execute a query on any node of the cluster and then commit it onto the all 

other nodes of cluster row-by-row and asynchronously. 

2 pgPool-II The pgPool-II is mainly used to achieve connection pooling. It also has the 

feature of replication and load balancing. Any node in a pgPool cluster can 

execute queries and then commit it to other nodes.  

3 MariaDB Galera cluster If you want to use the MariaDB database, then it needs to create a cluster of 

MariaDB Galera cluster. It is a separate package and can be installed with 

existing MariaDB server. It provides synchronous replication but supports 

Active-Active multi-master replication. This includes a package named wsrep 

provider which handles the whole replication process. 

C. In memory cache database 

To store temporary data during for an application, we can 

use any in-memory caching system. It increases the 

performance of the application. There are many open 

source tools available for it. Some open source in-memory 

cache tools are as follows:  

Table 3. Some open source in-memory caching 

S. No. Name Description 

1 Memcache It is a key-value pair based in-memory database and belongs to the NoSQL 

family. It keeps data in RAM memory mapped with a unique key. It is mainly 

used when data is small and static. This is multi-threaded in nature so that it can 

be easily scaled up by occupying more thread in memory. If the server gets fails, 

then all data will be lost because it is volatile and doesn’t support replication. 

2 Redis Cache Redis cache is also an in-memory cache database and also store each data using 

a unique key. It uses data-structures like a linked list, arrays, and sets. So it can 

be used as a shared queue (linked list), messaging queue (publish/subscribe), 

storing session data in a hashmap and also can also be used to store sorted data 

by using sorted sets. 

 



   International Journal of Computer Sciences and Engineering                                     Vol.6(7), Jul 2018, E-ISSN: 2347-2693 

   © 2018, IJCSE All Rights Reserved                                                                                                                                          

196 

 

 

VI. RESULTS AND DISCUSSION 

A. Test for BDR cluster with HAProxy 

This test includes a client application which is developed 

using C# language. One node for HAProxy load balancer and 

2 database nodes for BDR cluster. It is shown in the Fig. 2 

 

Figure 2. PostgreSQL BDR cluster of 2 nodes with a HAProxy load balancer 

The client application sends high volume data to HAProxy 

load balancer continuously. And the load balancer sends that 

data queries using a round robin algorithm to two back-end 

database nodes of BDR cluster. Both nodes are accepting 

queries and execute them. After each successful execution of 

the query, each node sends the same query to each other and 

executed by them. In case of conflicts, only the last updated 

or inserted data will be written to the database.  

 

Figure 3. Network History Graph 

The above Fig. 3 shows the overall processing of a BDR 

node. It contains two graph lines. The Red graph line shows 

all the incoming data queries to execute and the Blue graph 

line shows the outgoing queries which are being sent to the 

other node of the BDR cluster for replication. 

B. Test for store data into different database cluster 

In this test, I am going to calculate the time duration to store 

the same amount data to the different type of database 

clusters. This test includes a client application which is 

developed using C# language. There is one node for the 

HAProxy load balancer and 2 database nodes for BDR/ 

pgPool-II/ MariaDB Galera cluster.  

The client application sends high volume data to HAProxy 

load balancer continuously. And the load balancer diverts all 

the data queries using a round robin algorithm to two back-

end nodes of the database cluster. Both nodes accept queries 

and execute them. This process was repeated for the BDR/ 

pgPool-II/ MariaDB Galera cluster and total time duration 

for this are declared in the following table: 

Table 4. Total time is taken to store data 

Type of Cluster Time duration 

BDR cluster 52 mins  

PgPool cluster 80 mins 

MariaDB Galera cluster 105 mins 

 

So the above test result in Table 4 shows that BDR took less 

time in comparison to other 2 database clusters. 

C. Test for fetch data from different database cluster 

In this test, I am going to calculate the time duration to fetch 

the same amount data to the different type of database 

clusters. This test also includes a client application which 

will make a connection to different types of database cluster 

and get data from them. This test includes one node for the 

HAProxy load balancer and 2 database nodes for BDR/ 

pgPool-II/ MariaDB Galera cluster.  

The client application sends a single query to fetch data from 

the database clusters, continuously. Although it is sending 

only one query to the database, then the load balancer 

transfer it to anyone node of the database cluster. For more 

precise test results, I send multiple queries on at a time for a 

different number of data records. This process was repeated 

for the BDR/ pgPool-II/ MariaDB Galera cluster and total 

time taken for this are shown in the following table: 

Table 5. Total time is taken to fetch data 

Number of records BDR/ pgPool MariaDB 

10,000 records 0.3 seconds 0.032 seconds 

100,000 records 3.6 seconds 0.343 seconds 

1,000,000 records 37 seconds 3.453 seconds 

10,000,000 records 376 seconds 35.25 seconds 

 

So the above test results in Table 5 shows that the BDR and 

pgPool both always took higher time to fetch data from the 

database in comparison to MariaDB Galera cluster. So 

choosing right database cluster is dependent upon the need 

and also it will depend upon the question that which type of 

operation will be performed mostly and how many times? 
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According to the test results, BDR is faster to store data into 

the database cluster where MariaDB Galera cluster is faster 

while accessing data from the database. If our application 

store data frequently like customer data, transaction data then 

we should go with BDR and if our application store few 

amounts of data but performs various operations by fetching 

data from the database like data analysis, report generation 

etc. then we should go with the MariaDB database. 

VII. CONCLUSION AND FUTURE SCOPE  

A. Conclusion 

The Active-Active application clustering provides a robust 
and reliable architecture. It enables us to create 100% up-time 
applications with zero downtime. It uses open source tools 
and technologies, so its low cost and even it fits into the 
budget for small applications.  

In Active-Active clustering, all components are built upon the 
cluster topology, so it has very fewer possibilities for service 
downtime even in case of any sort of disaster with hardware 
or network malfunctioning.  

HAProxy, BDR, Memcache, etc. are open source tools are 

well tested and widely used in production from many years. 

And also provides regular updates from time to time. So this 

fulfills the needs of an application system for always up and 

running. OpenStack provides cloud infrastructure. VMware 

and KVM both can create a virtualization environment. 

Memcache or Redis Cache is used to access shared data. 

PostgreSQL BDR cluster providing multi-master database 

replication with concurrent read/write to the database. Kafka 

is used as a Message queue for inter-process communication. 

And the HAProxy load balancer is doing all the neat things 

which are required always up and running services to the 

customer. 

B. Future Scope 

The deployment of all described open source tools involve so 

many manual interventions and also require skilled persons 

who have knowledge of Linux and clustering. So there is a 

scope of automatic deployment with very less manual 

intervention.  

Deployment of a private cloud in an organization is very 

crucial and also requires expert and skilled persons. So 

private cloud deployment is another challenging job. 

Although we can hire or purchase from cloud service 

providers if we don't have enough budget and skills. 
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