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Abstract— Pre-processing is the first and important phase of automatic text summarization. Pre-processing helps in 

normalizing a text document and generating a structured representation of the text. Major pre-processing tasks include 

segmentation, tokenization, stop-word removal, stemming and lemmatization. In this paper, we discuss these pre-processing 

tasks required for automatically summarizing Assamese text documents. Both Stemming and lemmatization play an important 

role in the pre-processing phase of morphologically rich highly inflected language like Assamese. We present a corpus based 

approach for stemming the Assamese words using n-gram similarity matching technique. We also propose a hybrid method for 

lemmatization of the Assamese verbs to obtain the grammatically correct root of a verb. Assamese verbs are the most 

inflectional compared to other word categories. Stemming alone is not sufficient to find the original roots in case of Assamese 

verbs. So, after segmentation, tokenization and stop-word removal we first apply stemming to all the words in the text 

document irrespective of their grammatical categories and then apply lemmatization to only the Assamese verbs. For 

identifying the Assamese verbs we use a look-up dictionary which contains a list of possible stems along with the 

corresponding lemma of the verbs. 
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I.  INTRODUCTION  

 

Automatic text summarization is the process of shortening a 

long text document with software, considering and retaining 

the most important points of the original text [1]. With the 

rapid increase in the amount of available information on the 

Web every day, there is a growing need to produce focused 

summaries containing important points. Summaries save 

time of the reader and help in deciding whether to read a full 

document or not. They are also useful in indexing and 

question answering system. Pre-processing generates 

structured representation of text which is an important phase 

of automatic text summarization systems [2]. Pre-processing 

involves various steps in preparing the text for processing. It 

transforms the text into an object with minimal linguistic 

features. Pre-processing has mainly two objectives: word 

normalization and lexicon reduction in a text. The pre-

processing phase of automatic text summarization mainly 

includes Text segmentation, Tokenization, Stop-word 

Elimination, Stemming, and Lemmatization. Pre-processing 

may optionally include annotation through grammatical 

tagging or Parts-of-Speech tagging, Named Entity 

Recognition (NER), Extraction of terms and keywords etc. 

 

 

In this paper, we describe the major pre-processing tasks 

applied to the automatic text summarization of the Assamese 

language. Assamese is an East Indian Language of Indo-

European origin, spoken by more than 15 million people in 

India [3]. Being a morphologically rich and highly inflected 

language, the pre-processing stage of text summarization in 

Assamese requires a great deal of effort which is different 

from English and other resource-rich languages. Although 

many works related to automatic text summarization have 

been carried out for English and some other languages, little 

work has been reported for the Assamese language [4,5]. 

However, with the recent growth of Assamese content on the 

web and digital media, it has become important to develop 

automatic summarization system for the Assamese language. 

The rest of the paper is organized as follows: section II 

presents a brief overview of all the pre-processing steps 

carried out for automatic summarization of Assamese text, 

section III describes a corpus-based approach for stemming 

using n-gram similarity matching technique, section IV 

contains a methodology for lemmatization of the Assamese 

verbs, section V presents the results and discussion and in 

section VI we draw the conclusion with future directions.  
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II. PREPROCESSING STEPS 

 

A. Text Segmentation  

Text segmentation is an essential pre-processing step for 

extractive summarization. Segmentation divides an input text 

into separate textual contexts. Ideally, a context should 

express a relatively independent and standalone piece of 

information. In extraction-based summarization, sentences 

may be considered as contexts. Sentences may be identified 

by detecting sentence boundaries which involves detection of 

punctuations and quotations. Sometimes punctuation 

ambiguities make sentence boundary detection rather hard. In 

Assamese, the punctuation symbols that mark the end of a 

sentence are “।”(daari or Devanagari danda, U+0964), 

“?”(U+003F) and “!”(U+0021). We have applied a rule-

based approach which uses a database of regular expressions 

denoting segments that contain punctuation marks, but does 

not indicate sentence boundaries like factorial notation (!), 

symbols inside single or double quotes etc. [6]. 

 

B. Tokenization  

Tokenization involves splitting the sentences into words. In 

Assamese, words in a sentence are separated by spaces and 

punctuation marks. So, using a regular expression the words 

can be easily identified from the sentences. 

 

C. Stop-word Removal  

Stop-words are the words occuring very frequently in a 

language that don‟t carry any particular information on their 

own. These may be conjunctions, exclamations, particles etc. 

These words are removed in the pre-processing phase of 

automatic text summarization so that we can focus on the 

important words. Stop-words may be grouped into a Stop-list 

which may be domain dependent or independent. Since we 

could not find a ready list of stop-words for Assamese, we 

have manually prepared a list of 300 domain-independent 

Assamese stop-words after going through various Assamese 

text documents. After analyzing 1000 Assamese articles of 

various domains, we have found that the words in our Stop-

list account for between 20% and 30% of the total words 

contained in the articles. 

 

D. Stemming  

Stemming is the process of extracting the base form of an 

inflected word. The goal of the stemming is to reduce 

inflectional forms of a word to a common base form known 

as the “stem” . The stem may not be a morphologically 

correct root of the word [7]. It is usually sufficient if the 

stemming produces the same stem for related words. For 

example: {calculation, calculator, calculated, calculating} all 

these four related words should produce the same stem 

„calculat‟ after stemming. Similarly in Assamese, the words 

{শিক্ষকে, শিক্ষেলৈ, শিক্ষেসেৈে, শিক্ষেজনে} should produce 

the stem „শিক্ষে‟.  

 

Assamese is a morphologically rich highly inflected 

language [8,9]. We have observed that, in Assamese, verb 

inflection is the most predominant. An Assamese verb can 

take up to 5000 inflected forms according to person, tense, 

aspect and modality. For example we have found that the 

root verb „েৰ‟ (to do) can take up to 4424 forms by 

combining single affix or more than one affix in a valid 

sequence. Some verbs like „পাৰ‟(to be able), „যা‟(to go) takes 

suppletive forms which cannot be deduced by simple rules 

from the base forms. For example the verb „পাৰ‟ becomes 

„ননাৱাৰ‟ in negation and the verb „যা‟ becomes „গৈশিৈ‟ in 

simple past tense. 

 

Thus, it is obvious that Stemming alone is not sufficient in 

case of Assamese verbs to get the proper root form. After 

applying Segmentation, Tokenization and Stop-word 

removal in the input text, we first apply Stemming to all the 

words using a corpus-based n-gram similarity matching 

technique described in section III. Then we apply a technique 

called Lemmatization[10] to the verbs in the input text to 

find out the normalized form. 

 

E. Lemmatization 

Lemmatization involves finding the grammatically correct 

root form or dictionary form known as lemma from a word 

[11]. For instance, {begin, began, begun} should produce 

„begin‟ after lemmatization. Similarly in Assamese {ৈ‟ৈ, 

গৈশিৈ, যাম, যাব, গৈশিকৈাোঁ, ৈ‟ৈালৈ} should produce the lemma 

„যা‟. 
 

Both stemming and lemmatization play a very crucial role in 

pre-processing stage of automatic text summarization. 

However, considering the complexity of the lemmatization 

many automatic text summarization systems deal with only 

stemming in the pre-processing step. Through our literature 

survey, we have found that Assamese verbs are the most 

inflected ones and sometimes the original root word 

completely gets lost in different forms. The inflected form 

can consists of prefix, suffix or a sequence of prefix and 

suffixes added to the original root form or its modified root 

form. Other lexical categories of Assamese, particularly 

nouns and pronouns also take many inflected forms, but most 

of them are inflected by adding suffixes to them and 

retaining the base word in the inflection. 

 

Lemmatization is stricter than stemming. Lemmatization is 

difficult to implement as it is related to semantics and parts 

of speech (POS) of the word [12]. A hybrid approach for the 
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lemmatization of the Assamese verbs have been developed 

which is described in section IV. 

 

III. CORPUS BASED APRROACH FOR 

STEMMING 

 

A. N-Gram Similarity Matching 

For languages like English, French and Slovene, a suffix-

removal method is found to be sufficient [13].  Unlike these 

languages Assamese is a highly inflected fusional language. 

We have observed that the rule-based suffix-removal 

approach for stemming that produces good results for 

English and similar languages do not show same 

performance in Assamese. A purely rule-based Stemmer is 

also difficult to build for Assamese, since there is a large 

number of word formation rules in Assamese with many 

exceptions. Being a very new language in the field of Natural 

Language Processing, Assamese does not have sufficient 

digital resources like root word dictionaries, valid suffix list 

which are required to stem words by Dictionary Lookup 

method or Suffix Stripping methods. 

 

In our approach, we have used a method devised by 

Adamson and Boreham[14] to identify semantically related 

pairs of words and extend it to perform a corpus-based 

stemming for Assamese. In this method, each word is first 

broken down into some units known as n-grams, where n 

represents the number of adjacent characters in the unit. If 

n=2, the units are known as bigrams and if n=3, they are 

known as trigrams. We have done experiment with both 

bigrams and trigrams in Assamese and found that bigrams 

produce better results than trigrams. 

 

In the bigram model, firstly a bigram string is generated for 

each word taking two adjacent characters, e.g. 

Calculation => ca al lc cu ul la at ti io on 

Calculator=> ca al lc cu ul la at to or 

 

In this example, the word “calculation‟ is decomposed to 10 

bigrams and the word “calculator” is decomposed to 9 

bigrams. A pair-wise comparison of the bigrams will give the 

number of shared bigrams of both the words. With this 

information we can calculate the similarity measure of the 

two words using Dice Coefficient (DC) [15] which is defined 

as  

 
   

yx

z
DC




2
  (1) 

where z is the number of common bigrams between the two 

words, x is the number of bigrams in the first word and y is 

the number of bigrams in the second word. 

Thus, we calculate Dice Coefficient for each pair of words in 

the corpus and a similarity matrix is obtained as shown in 

Table 1. 

Table 1: Example of Similarity Matrix 

 W1 W2 W3 W4 

W1 1 0.2 0.7 0.6 

W2 0.2 1 0.4 0.3 

W3 0.7 0.4 1 0.4 

W4 0.6 0.5 0.3 1 

 

Here W1, W2... represents the words in the corpus. 

We then programmatically map the corpus into a graph by 

considering each word as a node of the graph. Two nodes are 

connected if they have a Dice Coefficient value equal to or 

greater than a  predefined threshold value. An example of 

such graph is shown in Figure 1. The words are then 

clustered by finding out the strongly connected components 

from the graph [16]. Thus, each cluster contains a list of 

similar words based on bigram similarity.  

 

B. Data and Experiment 

For stemming we have developed a corpus of Assamese 

words collected from dictionaries and through parsing 

Assamese text from different online sources like Assamese 

Wikipedia, Blogs and e-magazines. We first remove all the 

duplicate words and sort the corpus according to Assamese 

alphabetical order using a customized sorting program. 

Words starting with separate alphabets are stored in separate 

files for faster processing. We apply n-gram technique and 

generate bigrams for each word. Dice Coefficient is 

calculated for each pair of words in a file and similarity 

matrix is obtained. For Assamese, we experimented with 

different threshold values for Dice Coefficient and found that 

threshold value of 0.6 is suitable. We find out all the strongly 

connected words and group them to form clusters of related 

words.  

 

When a word from an input text is to be stemmed, we make 

use of the clusters obtained through n-gram similarity 

matching. We first search the input word in the clusters and 

if it is found we consider that cluster where it exists. In that 

cluster, we extract the longest matching unit of all the words 

in the cluster by string comparison from left to right. This 

longest matching unit is taken as the stem of the word.  

 

If the input word is not found in any of the existing clusters, 

then n-gram similarity matching is carried out again and the 

word is either accommodated in the appropriate cluster or the 

existing clusters are modified. Then stemming is performed 

as described above. 
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Figure 1: Example of graph conecting the words 

 

IV. LEMMATIZATION OF VERBS 

 

For lemmatization, we first prepare a lookup dictionary 

where we store all the possible stems of a verb along with its  

lemma. Table 2 shows the structure of the lookup dictionary 

with three Assamese verbs যা, ৰ and পাৰ. 

 

Table 2: Lookup Dictionary for Three Assamese Verbs 

Stem Lemma 

গৈ, ৈ‟ৈ, নযাৱা, নলৈ, 

নৈ‟ৈ, ননাকযাৱা, যা, নাযা, 
ননযা 

যা 

গৰ, ৰ‟ৈ, নৰাৱা, নলৰ, 

নৰ‟ৈ, ননাকৰাৱা, ৰ 

ৰ 

ননাৱাৰ, পাৰ পাৰ 

 

The stems that we obtain from the Stemming process 

described above are compared with those of the lookup 

dictionary. If a stem is found in the lookup dictionary, it is 

replaced with the corresponding lemma. Since we have 

stored probable stems of the verbs and not the other word 

categories in the lookup dictionary, this process will result 

lemmatization of only the verbs in Assamese.  

 

V. RESULT AND DISCUSSION 

 

By manually evaluating 10,000 common words stemmed 

through the discussed approach, we have found that 9147  

 

words are stemmed accurately resulting Correctly Stemmed 

Words Factor (CSWF) equal to  

CSWF=WSC/WS*100 

           =9147/10000*100=91.47   

where , 

WSC: Number of words stemmed correctly 

WS: Total number of words stemmed 

 

This is quite a satisfactory result for a resource-poor 

language like Assamese. The result is also comparable with 

the stemmers of other Indic languages. The accuracy of our 

stemmer depends on the proper clustering of the equivalent 

classes of words. The words which are different in only one 

character but can have exactly the same suffixes are found to 

be incorrectly stemmed. For example, the Assamese words 

েৈ and েশৈ are two semantically different words having 

difference only in one character. They can also have same 

suffixes like শবৈাে, নবাৰ, নেইটা, নটা etc. So the inflected 

words will form a single equivalent class like {েৈশবৈাে, 

েশৈশবৈাে, েৈকটা, েশৈকটা, েৈকেইটা, েশৈকেইটা, েৈকবাৰ, 

েশৈকবাৰ...} from which only one stem “েৈ” will be obtained, 

whereas the correct stem for {েশৈশবৈাে, েশৈকটা, 
েশৈকেইটা,েশৈকবাৰ} is “েশৈ”. 

 

The accuracy of the lemmatization process for the Assamese 

verbs, in our approach, depends on the result of stemming. 

Since the lemmatization of the verbs is based on lookup 

table, it will produce accurate lemma provided stem is 

generated as expected. For testing, we have taken two verbs 
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“ধৰ”(to catch), “যা” (to go) and manually derived their 

possible forms according to tense, person, aspect and 

modality. We could find 2214 derived words from the verb 

ধৰ and 1645 derived words from the verb যা. First we have 

applied stemming to the derived words of ধৰ and found that 

all these derived words exactly get stemmed to root ধৰ 

which is also the correct lemma. The derived words of the 

verb যা gets stemmed to 10 different stems {গৈ, ৈ‟ৈ, নযাৱা, 
নলৈ, নৈ‟ৈ, ননাকযাৱা, যা, নাযা, ননযা}. Since all these stems 

were found in the lookup dictionary, their corresponding 

lemma “যা” could be correctly obtained. The performance of 

lemmatization depends upon how accurately we prepare the 

lookup dictionary. 

 

VI. CONCLUSION AND FUTURE SCOPE 

 

Amongst all the pre-processing tasks required for 

summarizing Assamese text using extractive techniques, 

stemming and lemmatization require a great deal of effort. 

Our corpus-based approach for stemming using n-gram 

similarity matching technique showed a good result with 

more than 90% accuracy. We expect that this accuracy can 

be improved further by refining the corpus and introducing 

some rule-based conditions while clustering the words. We 

have observed that, in our approach, the accuracy of 

lemmatization of the Assamese verbs depends upon the 

accuracy of the stemming process. We have found that for 

summarizing Assamese text, lemmatization is required as a 

pre-processing step only for the Assamese verbs as stemming 

alone is sufficient to obtain the proper roots of all the words 

except the verbs. Our corpus-based approach for stemming 

can be used not only for automatic text summarization but 

also for other language-processing tasks of highly inflected 

resource-poor languages. The limitation of our approach for 

stemming is that if two semantically different words can take 

same suffixes and they differ by only one character, then the 

proper stem may not be obtained. Though the number of 

such words is not large in Assamese, we believe that further 

study can be done to improve the performance of the 

stemmer in case of such words. 
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