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Abstract— Analytic hierarchy process (AHP) is one of the important multi-criteria decision making algorithms which is used 

to rank the software requirements on the basis of different criteria like performance, usability, reliability, cost, etc. In the area 

of software engineering, different methods have been developed to rank the software requirements using AHP like 

PRGFOREP, GOASREP, etc. Based on our literature review we identify that in software requirements selection (SRS) less 

attention is given to check the consistency of the “pairwise comparison matrices” (PCM). The ranking values of the software 

requirements would be consistent only when the PCM would be consistent. Therefore, to address this issue we proposed a 

method for SRS by generating the different patterns and sub-patterns of the PCM. In our case study, we have generated the 8 

patterns and for each pattern we have generated the 64 sub-patterns. As a result, we have generated 512 sub-patterns of PCM 

and stored the results into a database so that the information stored in the database could be used for requirements analysis. The 

applicability of the proposed method is explained with the help of a case study. 
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I.  INTRODUCTION  

Software requirements engineering (RE) is a process which 

is used to develop the successful software product. We divide 

the RE into five sub-processes, i.e., “requirements 

elicitation”, “requirements modeling”, “requirements 

analysis”, “requirements verification and validation”, and 

“requirements management” [1]. Among these sub-process, 

requirements elicitation is the key process to identify the 

need of the different types of the stakeholders. In this 

process, different stakeholders are involved during group 

elicitation process so that software requirements can be 

identified. One of the difficult activities of the requirements 

elicitation process is the selection of software requirements 

(SR). “Software requirements selection” (SRS) on the basis 

of different criteria creates a “multi-criteria decision making” 

(MCDM) problem; and its aim is to choose “those 

requirements that would be implemented during different 

releases of the software”. In software engineering, “non-

functional requirements” (NFR) are employed as criteria to 

choose the “functional requirements” (FR) from the list of 

the FRs [2]. Different types of the MCDM techniques have  

been used in SRS like “analytic hierarchy process” (AHP) 

[3], “techniques for order preference by similarity to ideal 

solutions” (TOPSIS), etc. [4]. Karlsson et al. [5] investigated 

the following methods for the prioritization of SR, i.e., 

“AHP”, “hierarchy AHP”, “spanning tree”, “bubble sort”, 

“binary search tree” and “priority groups”. As a result they 

identify that AHP is one of the useful and trustworthy 

methods for the software requirements (SR) prioritization in 

industrial applications. Therefore, it motivates us to apply the 

AHP for the SRS.  

Different methods have been developed to select the SR. For 

example, Sadiq and Jain [6] developed a method for the 

“selection of software goals in goal oriented requirements 

elicitation process” [2]. Garg et al. [7] proposed 

“GOASREP: Goal Oriented Approach for Software 

Requirements Elicitation and Prioritization using Analytic 

Hierarchy Process”. In AHP, “pairwise comparison matrices” 

(PCM) are employed to compare different alternatives based 

on different criteria. In literature, we identify that AHP has 

been applied for SRS but checking the consistency of the 

PCM has received less attention by the researchers and 

academicians [8]. There are some studies, which have 

focused on the generation of the consistent results on the 
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basis of the consistent PCM. In [8] Sadiq and Afrin 

generated the different patterns and sub-patterns for the PCM 

of size 3X3, by considering three requirements. In their 

study, they have generated 8 patterns and for one pattern they 

have generated 48 sub-patterns. After generating the 48 

different patterns, a database was maintained in which the 

values of the entire consistent ratio were stored. Whenever 

the decision maker will generate any PCM, the pattern of that 

PCM will be compared with the results of the database. If the 

database suggests that PCM is valid then only the PCM 

would be used during the SRS process, otherwise, the 

database will suggest you for other PCM. This work was 

extended by Khan et al. [9] in which 64 patterns was 

generated for 8 patterns; and as a result they have generated 

512 patterns for the PCM of size 3X3. Their work was 

limited to only “non-functional requirements” (NFRs). 

Therefore, the objective of this paper is to extend our 

previous work [9] and select “functional requirements” on 

the basis of NFRs when the PCM are consistent.  

The remaining part of this paper is structured as follows: In 

section II we discuss the related work in the area of SRS 

which are based on MCDM algorithms. A brief introduction 

about AHP is given in section III. Proposed method for SRS 

when PCM are consistent is given in section IV. A case 

study based on Institute Examination System is given in 

Section V. Section VI contains the conclusion and future 

work.  

II. RELATED WORK  

This section presents related work in the area of SRS. 

Different methods or techniques have been developed for the 

selection of SR. For example, Karlsson and Ryan [10] 

proposed a method to determine the set of requirements of 

project under limited resources. In their work authors have 

applied AHP to elicit the requirements contribution. 

Requirements are pair-wise compared on the basis of the 

importance and cost of the requirements. Ruhe et al. [11] 

proposed a method “for trade off-analysis for the selection of 

software requirements”. In their work, AHP was also used to 

elicit the preferences of the stakeholders related to the 

various classes of the requirements. In 2009, Sadiq et al. [12] 

proposed an approach for the elicitation of the SR in which 

AHP has been used to prioritize the SR. This work was 

extended by the same research group in which AHP was 

applied for the prioritization of the SR [13]. Apart from this, 

there are some research areas in which AHP has been used. 

For example, “selection of software development life cycle 

models” using AHP [14].  Lai et al. [15] conducted a case 

study based on one of the popular MCDM algorithm, i.e., 

AHP; and developed a “group decision making” (GDM) 

system for the selection of multi-media authorizing system. 

As a result authors find out that AHP is an effective method 

to develop the consensus among the stakeholders in GDM 

system. Wei et al. [16] proposed an essential structure for the 

selection of ERP to support the following: “business goal and 

strategies of an enterprise”, “identify the appropriate 

attributes”, etc. Min [17] proposed a method for selecting a 

proper logistics software using AHP to deal with “qualitative 

and quantitative factors in MCDM environments”. 

Schniederjans and Wilson [18] proposed an information 

system selection method using AHP with goal programming 

model framework. Karsak and Ozogul [19] proposed a 

“framework for ERP software selection”. 

 Apart from the above studies, we have identified some other 

studies in which SRS/goal selection have been used as one of 

the important steps of the different methodologies used in 

goal oriented requirements engineering [6], stakeholder 

identification methods [1], etc. For example, Sadiq et al. [20] 

apply the AHP in “goal oriented requirements elicitation 

method for the prioritization of the software requirements” to 

develop the AHP-GORE_PSR methodology. This 

methodology was extended by Sadiq and Afrin [8] in which 

they have generated the “different patterns of PCM to check 

whether the PCM are consistent or not”. In recent studies, 

Sadiq and Nazneen [21] proposed a method for the 

“elicitation of software testing requirements from the 

selected set of software’s functional requirements in goal 

oriented requirements elicitation process”. In another study, a 

method for stakeholder identification was proposed by Sadiq 

[1] on the basis of the importance of SR. Importance of the 

SR was determined by the “selected set of the software 

requirements”. On the basis of our literature review, we find 

out that in the above studies, AHP has been widely used in 

SRS but without considering whether the PCM is consistent 

or not. Therefore, in our study we mainly focus on the 

consistency of the PCM during SRS. 

III. ANALYTIC HIERARCHY PROCESS 

AHP is a popular MCDM algorithm which was developed by 

the “Thomas L. Saaty in 1980” for the selection as well as 

prioritization of the alternatives on the basis of the different 

criteria [3]. In [24] Saaty presented the principles and 

philosophy of the theory used in AHP. AHP has been widely 

used in software engineering. For the evaluation of the 

alternatives on the basis of different criteria’s like security 

[22] authenticity [23], cost [1], etc., Saaty [24] proposed a 

scale to specify the preferences of one alternative over 

another. One common scale, adopted by the Saaty is shown 

in Table 1. In AHP, PCM are used to specify the preferences 

of the stakeholders. Different algorithms have been 

developed to compute the priority values of the PCM. In our 

work, following algorithm is used to compute the “ranking 

values” (RV) of the PCM [3, 24]: 
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TABLE 1: Saaty Rating Scale 

 

Intensity of 
importance 

Definition  

1 “Equal Importance”  

3 “Somewhat more important” 

5 “Much more important” 

7 “Very much more important” 

9 “Absolutely more important” 

2,4,6,8 “Intermediate values” 

 
Algorithm to compute the ranking values of SR:  

Step 1: Add the column of the PCM and store the result in 

ColumnPCM 

Step 2: Normalized the ColumnPCM and store the results in 

Normalized_ ColumnPCM 

Step 3: Take the average of the row from Normalized_ 

ColumnPCM. As a result the we will get the priorities 

of the alternatives and store the results in P1, P2, 

…PN. Where N is the total number of requirements 

Step 4: Multiply the first column with P1, second column 

with P2, and N
th 

column with PN; and store the 

results in Weighted_Column 

Step 5: Calculate the sum of each row from 

Weighted_Column; and store the results in 

Weighted_Sum (WS) as WS1, WS2, …WSN 

Step 6: Divide the elements of the WS1, WS2, …WSN by the 

P1, P2, …PN as:  

 

   = WS1/ P1
,    = WS2/ P2 …    = WSN/ PN 

 

Step 7: Compute the average of   ,    and   ; and store the 

results in      

Step 8:  Calculate the “consistency ratio” (CR) by using the 

following equation:  

 

    
      

   

  
        

 

Fig. 1: Algorithm to compute the ranking values of SR 

 

Here, RI is the “consistency index of a randomly generated” 

PCM. The value of the RI for 3, 4, 5, 6 requirements would 

be 0.58, 0.9, 1.12, and 1.24, respectively [3, 24]. 

 

 

 

IV. PROPOSED METHOD 

 

The steps of SRS using consistent PCM are given below: 

 

Step 1:Apply goal oriented method to elicit the FR and 

NFRs 

Step 2: Construct PCM and generate different patterns and 

sub-patterns of PCM.  

Step 3: Compute the CR of each PCM  

Step 4: Identify those patterns in which the value of the CR 

is less than 10% 

Step 5: Select the software requirements on the basis of the 

consistent PCM. 

 

Explanations of the above steps are given in next section, i.e., 

Case Study. 

V. CASE STUDY 

 

In our work, we apply the proposed method to select the SR 

of “Institute Examination System” (IES). The explanation of 

the proposed method in the context of IES is given below: 

 

Step 1: Apply goal oriented method to elicit the FR and 

NFRs 

There are different methods to elicit the SR like traditional 

methods, group elicitation method, cognitive method, and 

contextual method. These methods focuses on WHAT of a 

proposed system rather than WHY. Goal oriented method 

(GOM) focuses on WHY and it visualizes the different types 

of the SR like FR and NFR using AND/OR graph. In GOM, 

“high level objective of an organization are refined and 

decomposed until the responsibility of the goals/sub-goals 

are assigned to some agents and systems”. After applying 

the GOM, we have identified the following FR and NFR of 

IES:  

 

List of FRs: 
“FR1: Login module of IES for different types of the users, 

i.e., students, teacher, and the administration 

FR2: To send the SMS/email on the mobile of the students 

or parents to submit the examination fee before appearing in 

the examination 

FR3: To display the results of the students of different 

courses 

FR4: System should generate the seating arrangement and 

the same should be forwarded on the mobile/email of the 

students 

FR5: To generate the date sheet of the theory and practical 

courses 

FR6: To generate the hall ticket of the eligible students 

FR7: Filling of semester/annual examination form 

FR8: Approve examination form 

FR9: Online conduct of examination for those courses which 

requires multiple objective based question papers 

FR10: To enter the internal assessment marks and the end 

semester marks of the theory and the practical courses” 

 

List of NFRs: 

NFR1: Security; NFR2: Performance; NFR3: Usability 
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Step 2: Construct PCM and generate different patterns 

and sub-patterns of PCM.  

To start the ranking process using AHP, first PCMs are 

constructed after evaluating the FRs based on the NFRs. In 

our study, we have ten FR and three NFR. For ten FR there 

would be 1024 patterns and in the case of 3 NFR, there 

would be eight different patterns. In our case study, for three 

NFRs following patterns have been generated: 

 

Pattern 1: When NFR1 is favourable over NFR2, when 

NFR1 is favourable over NFR3, and when NFR2 is 

favourable over NFR3 

Pattern 2: When NFR1 is favourable over NFR2, when 

NFR1 is favourable over NFR3, and when NFR3 is 

favourable over NFR2 

Pattern 3: When NFR1 is favourable over NFR2, when 

NFR3 is favourable over NFR1, and when NFR2 is 

favourable over NFR3 

Pattern 4: When NFR1 is favourable over NFR2, when 

NFR3 is favourable over NFR1, and when NFR3 is 

favourable over NFR2 

Pattern 5: When NFR2 is favourable over NFR1, when 

NFR1 is favourable over NFR3, and when NFR2 is 

favourable over NFR3 

Pattern 6: When NFR2 is favourable over NFR1, when 

NFR1 is favourable over NFR3, and when NFR3 is 

favourable over NFR2 

Pattern 7: When NFR2 is favourable over NFR1, when 

NFR3 is favourable over NFR1, and when NFR2 is 

favourable over NFR3 

Pattern 8: When NFR2 is favourable over NFR1, when 

NFR3 is favourable over NFR1, and when NFR3 is 

favourable over NFR2.  

 
For the explanation point of view, we generate the first sub-

pattern for pattern 1 in Fig. 2. 

 
NFRs NFR1 NFR2 NFR3 

NFR1 1 3 3 

NFR2 1/3 1 3 

NFR3 1/3 1/3 1 

 
Fig. 2: First sub-pattern for pattern 1, i.e., when NFR1 is favourable 

over NFR2, when NFR1 is favourable over NFR3, and when NFR2 

is favourable over NFR3 

 

Now we apply the algorithm, as shown in Fig. 1, to calculate 

the “ranking values” (RV) of NFRs. For sub-patterns 1, as 

shown in Fig. 2, we find out that the value of the CR is 

0.1524. Similarly, we compute the consistency ratio of all the 

sub-patterns.  

 
NFRs NFR1 NFR2 NFR3 

NFR1 1 3 3 

NFR2 1/3 1 3 

NFR3 1/3 1/3 1 

Fig. 3: Sub-pattern 1.1 

 
NFRs NFR1 NFR2 NFR3 

NFR1 1 3 3 

NFR2 1/3 1 5 

NFR3 1/3 1/5 1 

Fig. 4:Sub-pattern 1.2 

 

NFRs NFR1 NFR2 NFR3 

NFR1 1 3 3 

NFR2 1/3 1 7 

NFR3 1/3 1/7 1 

Fig. 5:Sub-pattern 1.3 

 

NFRs NFR1 NFR2 NFR3 

NFR1 1 3 3 

NFR2 1/3 1 9 

NFR3 1/3 1/9 1 

Fig. 6:Sub-pattern 1.4 

 

NFRs NFR1 NFR2 NFR3 

NFR1 1 3 5 

NFR2 1/3 1 3 

NFR3 1/5 1/3 1 

Fig. 7:Sub-pattern 1.5 

 

NFRs NFR1 NFR2 NFR3 

NFR1 1 3 5 

NFR2 1/3 1 5 

NFR3 1/5 1/5 1 

Fig. 8:Sub-pattern 1.6 
 

NFRs NFR1 NFR2 NFR3 

NFR1 1 3 5 

NFR2 1/3 1 7 

NFR3 1/5 1/7 1 

Fig. 9:Sub-pattern 1.7 

 

NFRs NFR1 NFR2 NFR3 

NFR1 1 3 5 

NFR2 1/3 1 9 

NFR3 1/5 1/9 1 

Fig. 10:Sub-pattern 1.8 

 

NFRs NFR1 NFR2 NFR3 

NFR1 1 3 7 

NFR2 1/3 1 3 

NFR3 1/7 1/3 1 

Fig. 11:Sub-pattern 1.9 

 

NFRs NFR1 NFR2 NFR3 

NFR1 1 3 7 

NFR2 1/3 1 5 

NFR3 1/7 1/5 1 

Fig. 12:Sub-pattern 1.10 

 

NFRs NFR1 NFR2 NFR3 

NFR1 1 3 7 

NFR2 1/3 1 7 

NFR3 1/7 1/7 1 

Fig. 13:Sub-pattern 1.11 
 

NFRs NFR1 NFR2 NFR3 

NFR1 1 3 7 

NFR2 1/3 1 9 

NFR3 1/7 1/9 1 

Fig. 14:Sub-pattern 1.12 
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NFRs NFR1 NFR2 NFR3 

NFR1 1 3 9 

NFR2 1/3 1 3 

NFR3 1/9 1/3 1 

Fig. 15:Sub-pattern 1.13 

 

NFRs NFR1 NFR2 NFR3 

NFR1 1 3 9 

NFR2 1/3 1 5 

NFR3 1/9 1/5 1 

Fig. 16:Sub-pattern 1.14 

 

NFRs NFR1 NFR2 NFR3 

NFR1 1 3 9 

NFR2 1/3 1 7 

NFR3 1/9 1/7 1 

Fig. 17:Sub-pattern 1.15 

 

NFRs NFR1 NFR2 NFR3 

NFR1 1 3 9 

NFR2 1/3 1 9 

NFR3 1/9 1/9 1 

Fig. 18:Sub-pattern 1.16 
 

NFRs NFR1 NFR2 NFR3 

NFR1 1 5 3 

NFR2 1/5 1 3 

NFR3 1/3 1/3 1 

Fig. 19:Sub-pattern 1.17 
 

NFRs NFR1 NFR2 NFR3 

NFR1 1 5 3 

NFR2 1/5 1 5 

NFR3 1/3 1/5 1 

Fig. 20:Sub-pattern 1.18 

 

NFRs NFR1 NFR2 NFR3 

NFR1 1 5 3 

NFR2 1/5 1 7 

NFR3 1/3 1/7 1 

Fig. 21:Sub-pattern 1.19 

 

Similarly, we generate the remaining PCM. Then we 

compute the CR of each PCM in next step.  

 

Step 3: Compute the CR of each PCM  

In this step, we compute the “consistency ratio” (CR) of all 

the sub-patterns of pattern 1; and the results for pattern are 

exhibited in Table II.  

 
Table II: Database of CR of the sub-patterns 1 to 64 

 

Sub-patterns CR 
Sub-pattern 1.1 0.1524 

Sub-pattern 1.2 0.3298 

Sub-pattern 1.3 0.4901 

Sub-pattern 1.4 0.6380 

Sub-pattern 1.5 0.0477 

Sub-pattern 1.6 0.1646 

Sub-pattern 1.7 0.2802 

Sub-pattern 1.8 0.3886 

Sub-pattern 1.9 0.0092 

Sub-pattern 1.10 0.0833 

Sub-pattern 1.11 0.1711 

Sub-pattern 1.12 0.2570 

Sub-pattern 1.13 0.0000 

Sub-pattern 1.14 0.0390 

Sub-pattern 1.15 0.1053 

Sub-pattern 1.16 0.1715 

Sub-pattern 1.17 0.5113 

Sub-pattern 1.18 0.6458 

Sub-pattern 1.19 0.8688 

Sub-pattern 1.20 1.0600 

Sub-pattern 1.21 0.1891 

Sub-pattern 1.22 0.4010 

Sub-pattern 1.23 0.5812 

Sub-pattern 1.24 0.7377 

Sub-pattern 1.25 0.0960 

Sub-pattern 1.26 0.2633 

Sub-pattern 1.27 0.4154 

Sub-pattern 1.28 0.5502 

Sub-pattern 1.29 0.0449 

Sub-pattern 1.30 0.1757 

Sub-pattern 1.31 0.3056 

Sub-pattern 1.32 0.4242 

Sub-pattern 1.33 0.6066 

Sub-pattern 1.34 0.9635 

Sub-pattern 1.35 1.2408 

Sub-pattern 1.36 1.4737 

Sub-pattern 1.37 0.3559 

Sub-pattern 1.38 0.6502 

Sub-pattern 1.39 0.8867 

Sub-pattern 1.40 1.0849 

Sub-pattern 1.41 0.2181 

Sub-pattern 1.42 0.4644 

Sub-pattern 1.43 0.6723 

Sub-pattern 1.44 0.8494 

Sub-pattern 1.45 0.1338 

Sub-pattern 1.46 0.3406 

Sub-pattern 1.47 0.5250 

Sub-pattern 1.48 0.6856 

Sub-pattern 1.49 0.8453 

Sub-pattern 1.50 1.2818 

Sub-pattern 1.51 1.6102 

Sub-pattern 1.52 1.8792 

Sub-pattern 1.53 0.5326 

Sub-pattern 1.54 0.9043 

Sub-pattern 1.55 1.1939 

Sub-pattern 1.56 1.4312 

Sub-pattern 1.57 0.3540 

Sub-pattern 1.58 0.6736 

Sub-pattern 1.59 0.9339 

Sub-pattern 1.60 1.1508 

Sub-pattern 1.61 0.2401 

Sub-pattern 1.62 0.5163 

Sub-pattern 1.63 0.7514 

Sub-pattern 1.64 0.9516 
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Step 4: Identify those patterns in which the value of the 

CR is less than 10% 

In the case of the first pattern, we observe that the value of 

CR is less that 10% for the following sub-patterns of pattern 

1, i.e., sub-pattern 1.5, 1.9, 1.10, 1.13, 1.14, 1.25, and 1.29. 

Similarly, we identify the sub-patterns of all the patterns in 

which the value of the CR is less than 10%, see Table II.  

 

Step 5: Select the software requirements on the basis of 

the consistent PCM  

In this step, we select the FR from the set of ten FR on the 

basis of three NFR only when the PCM is/are consistent. 

Now the decision makers will generate the PCM for the 

NFRs. Suppose the decision makers generate the following 

PCM for the NFRs. 

 
Non-Functional 
Requirements 

NFR1 NFR2 NFR3 

NFR1 1 3 5 

NFR2 1/3 1 3 

NFR3 1/5 1/3 1 

 
Fig. 22: PCM generated by the decision maker 

 

Now the pattern of the NFR, as shown in Fig. 22, will be 

compared with the patterns and sub-patterns for three NFRs. 

As a result, we identify that the above PCM matches with the 

first pattern; and within the first pattern given PCM matches 

with the pattern 1.5, as shown in Fig. 7. As we know that, the 

CR of pattern 1.5 is less than 10%. Therefore, the above 

PCM would be used in the selection of FR. After applying 

the Algorithm, as shown in Fig. 1, the ranking values of the 

NFRs are computed; and the final results of the NFR value 

are given below:  

 

NFR1 = 0.636986, NFR2 = 0.258285, and NFR3 =0.104729.  

 

On the basis of our analysis, we find out that NFR1, i.e., 

Security, has the highest priority; therefore, it would be used 

during the selection of the software requirements process. 

Now, the FR would be evaluated on the basis of the security 

requirements. For the ten FR, we first construct the 

consistent PCM of FR. The contents of the PCM for ten FR 

are given in Table III. The CR of the PCM, as given in Table 

III, is consistent; and the value of the CR is 0.0139, which is 

less that 10%. The database as shown in Table II would be 

used in our study.  

 
Table III: Evaluation of FR on the Basis of Security Requirements 

 

FR FR1 FR2 FR3 FR4 FR5 FR6 FR7 FR8 FR9 FR10 

FR1 1 1/2 1/2 1 2 5 3 7 5 2 

FR2 2 1 1 2 3 7 5 9 7 3 

FR3 2 1 1 2 3 7 5 9 7 3 

FR4 1 1/2 1/2 1 2 5 3 7 5 2 

FR5 1/2 1/3 1/3 1/2 1 3 2 5 3 1 

FR6 1/5 1/7 1/7 1/5 1/3 1 1/3 2 1 1/3 

FR7 1/3 1/5 1/5 1/3 1/2 3 1 3 3 1/2 

FR8 1/7 1/9 1/9 1/7 1/5 1/2 1/3 1 1/2 1/5 

FR9 1/5 1/7 1/7 1/5 1/3 1 1/3 2 1 1/3 

FR10 1/2 1/3 1/3 1/2 1 3 2 5 3 1 

 

After applying the Algorithm, as shown in Fig. 1, we get the 

following “ranking values” (RV) of the FRs: “FR1= 0.135, 

FR2, 0.223, FR3=0.223, FR4=0.135, FR5=0.079, FR6= 

0.028, FR7=0.053, FR8=0.018, FR9=0.028, FR10=0.079”.  

  

VI. CONCLUSIONS AND FUTURE WORK 

 

This paper presents a method for the selection of software 

requirements when the PCM are consistent. Proposed 

method includes the following steps: “(i) identify the 

different types of the SR using goal oriented method, (ii) 

generate different patterns and sub-patterns of PCM, (iii) 

compute the consistency ratio of each PCM, (iv) identify 

those patterns which do not produce the consistent results, 

(v) select the SR on the basis of the consistent PCM”. RV 

identified by the algorithm would be used by the decision 

makers to select those SR that would be developed during 

different release of the software. If the decision makers 

decide that only the top three requirements would be 

implemented. Then FR2 and FR3 have the first priority; FR1 

and FR4 have the second priority; FR5 and FR10 have the 

third priority. In the first release of the software following set 

of the requirements would be designed and developed: FR2, 

FR3, FR1, FR4, FR5, and FR10. Proposed method has been 

applied to select the SR of IES. Future work includes the 

following: (i) We will extend our work by evaluating the set 

of FR on the basis of the other two NFRs, i.e., performance 

and usability [25, 26]; and (ii) To perform literature review 

of SRS methods based on search based software engineering 

concepts [27-33]. 
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