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Abstract— Deep learning has shown great improvements in all the computer vision and image interpretation tasks. In this 

paper a fully automated deep model for human activity recognition has been proposed which do not include any prior 

knowledge. In the first step of the proposed method, model automatically learns all the temporal and spatial features for 

recognition. In the second stage of the method memory network which is recurrent in nature is used to classify the various 

human actions. The results obtained from the suggested method are compared with all the rage methods. Outcomes show that 

the suggested method has better accuracy as compared to various alternative techniques available. 
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I.  INTRODUCTION  

Deep learning represents the largest trend in machine 

learning over the past decade. Since the beginning of the 

umbrella term the range of ways it encompasses 

has magnified rapidly, and can still driven by the resources 

of both tutorial and industrial interests. Deep learning has 

become accessible to everybody via machine learning 

frameworks like Torch7 [1], and has had important impact 

on a spread of application domains like object recognition, 

speech recognition, Data analysis and many more [2]. 

 

 Human activity recognition includes segmenting the time 

series data captured from Smartphone or body-worn sensors 

followed by applying manually designed feature extraction 

techniques and finally applying a classification strategy to 

classify the videos into different human activities going on. 

The basic activity flow chart is shown in Figure 1. 

 
Figure 1. Basic flow of activities in Human activity Recognition 

 

This paper describes a unique method for activity recognition 

using long short term memory networks. The paper is 

organized as follows. In the second section all the previous, 

related work is discussed. In the third section the proposed 

method is explained. Results are discussed in the forth 

section and finally the paper is summarized in the last 

section. 

 

II. RELATED WORK  

It is very difficult to find and design handcrafted features for 

robust recognition of any activity or object in an image or 

video. Deep learning has given a great platform and excellent 

performances also in self learning robust features from row 

data [3].The method has shown great improvements in the 

area of object classification [4] and speech recognition [5] 

but, very few work has been done in the area of activity or 

action recognition from subsequent frames or sequential data. 

A MLP (Multi-layer perceptron) based method was proposed 

was proposed to classify each activity in a frame of video [6] 

but the method was not able to incorporate the temporal 

dependencies in the data. A gesture recognition system with 

shallow bidirectional LSTM which included only one 

forward and one backward hidden layer was proposed to 

explore temporal dependencies in the data [7]. The 

accuracies in the system were improved but the system was 

still not a robust system. Deep recurrent neural network 

architecture with hand-designed features was used for frame 

based activity recognition [8]. However, the handcrafted 

hierarchical features were not taking into consideration the 

occurrence of different joints.  

In this paper a novel LSTM network has been proposed that 

take into consideration all the temporal information in the 

data. In earlier proposed LSTM architectures dropout was 

only applied to feed forward networks not to the recurrent 

[9].  In this paper, in depth dropout is applied to improve the 
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overall performance of the network. 

III. METHODOLOGY 

In this paper we have classified the movement into 6 

different categories i.e. walking, walking-upstairs, walking-

downstairs, sitting and standing. The various steps of the 

method are discussed in the next sections. 

 

A. Data Capturing and pre-processing 

Various videos capturing different activities were used for 

the classification purpose [10]. The experiments have been 

carried out with a group of 30 volunteers within an age 

bracket of 19-48 years. Each person performed six activities 

(WALKING,WALKING_UPSTAIRS, 

WALKING_DOWNSTAIRS, SITTING, STANDING, 

LAYING) wearing a Smartphone (Samsung Galaxy S II) on 

the waist The obtained dataset has been randomly partitioned 

into two sets, where 70% of the volunteers was selected for 

generating the training data and 30% the test data. The 

videos captures using different smart phones often contain 

some disturbances. These disturbances are modelled as noise 

and needs to be removed for further processing. A simple 

Gaussian noise removal filter was used to remove such 

disturbances. 

B. Segmentation into frames  

The video data obtained after pre-processing is then sampled 

in fixed-length sliding windows often called as frames of 2 

seconds each with a 50 % overlap so that there is no 

distortion in the data due to segmentation. Some of the pre-

processed frames are shown in figure below. 

 

     
 
Figure 2. L-R: sitting position , Laying position , Walking position 

C. Feature learning using LSTM Networks 

Recurrent neural networks are very successful in modelling 

sequential information. These networks take as input a time 

series of feature vectors and convert them into a probability 

vector for the classification purpose. Dependence of the time 

series data is maintained as output at each stage is calculated 

based on the output at previous stage using the equation 

below. 

b)                 (1) 

Where  denotes output vector ,  is the weight matrix 

from input layer to next hidden layer conversion,  is the 

input vector,  is the weight matrix from hidden layer to 

next hidden layer conversion,  is the output at previous 

stage and b is the bias vector.  

 

LSTM is basically an improved RNN as shown in fig 3. It is 

more complex but easier to train and give better results as it 

contains an input gate , a forget gate , a cell , an output gate 

and an output response. The input gate and forget gate are 

responsible for governing the flow of information into and 

out of the cell. The output gate controls how much 

information from the cell is passed to the output. The 

memory cell has a self connected recurrent edge of weight 1, 

ensuring that the gradient can pass across many time steps 

without vanishing or exploding. As a result it avoids the 

problem associated with simple RNN i.e. Vanishing Gradient 

Problem. 

 
Figure 3. LSTM Network 

IV. RESULTS AND DISCUSSION 

The trained network showed a very high accuracy or 92 %. 

The confusion matrix designed for various positions is shown 

in figure 4. 

 Figure 4. Confusion matrix 

The method was also compared with other state of the art 

methods and a graphical comparison is shown in figure 5. 

 

For detecting the performance of proposed method a metric 

names as True Detection rate is calculated as : 

 

 



International Journal of Computer Sciences and Engineering                                     Vol.6(3), Mar 2018, E-ISSN: 2347-2693 

  © 2018, IJCSE All Rights Reserved                                                                                                                                        167 

Figure 5. Comparative analysis 

 

V. CONCLUSION  

This paper presented and evaluated a unique LSTM network 

to identify various human activities captured in the form of 

videos using a smart phone. It was observed that the method 

was giving better results as compared to other state of the art 

methods. The method can be improved further by adding 

more activities and training the network accordingly. 
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