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Abstract— Bitcoin has recently attracted lots of attention in various sectors like economics, computer science, and many others 

due to its nature of combining encryption technology and monetary units. Now-a-days social media is perfectly representing 

the public sentiment and opinion about Trending events. Especially, twitter has attracted a plenty of attention from analyst for 

studying the public sentiments. Bitcoin prediction on the basis of general public sentiments tweeted on twitter has been an 

intriguing field of research. This paper aims to see how well the change in Bitcoin prices, the ups and downs, is correlated with 

the public opinions being expressed in tweets. Understanding people’s opinion from a text tweet is the objective of sentiment 

analysis. Sentiment analysis and machine learning algorithms are going to be applied to the tweets which are captured from 

twitter and analyse the correlation between Bitcoin movements and sentiments in tweets. In an elaborate way, positive tweets 

in social media about a Bitcoin are expected to encourage people to invest in the crypto currency and as a result the Bitcoin 

price would increase. 
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I.  INTRODUCTION  

Its 2019, where people of the world generate 2.5 million 

terabytes of information a day - 500 million tweets, 1.8 

billion pieces of shared information on Facebook, each and 

every day - It’s an information revolution. Twitter 

specifically has become known as a location where 

news/opinions are expressed quickly in a concise format. It 

naturally makes sense to use twitter data for predictions of 

stock prices and crypto currencies, where consumer 

sentiment affects the prices. In our project we are using 

twitter data to predict bitcoin value. 

Bitcoin, a decentralized electronic currency system, 

represents a radical change in financial systems after its 

creation in 2008 by Satoshi Nakamoto. Bitcoin stands for an 

IT innovation based on the advancement in peer-to-peer 

networks and cryptographic protocols. Due to its properties, 

Bitcoin is not managed by any governments or bank. Like 

any other currency, a peculiarity of Bitcoin is to facilitate 

transactions of services and goods, attracting a large number 

of users and a lot of media attention. 

Since the Bitcoin was revealed to the world, in 2009, it 

quickly gained interest as an alternative to regular currencies. 

As such, like most things, opinions and information about 

Bitcoin are prevalent throughout the Social Media sphere. 

Bitcoin prices are highly volatile and those cannot be 

accurately estimated by using standard economic theory 

since, the price of Bitcoins is mainly driven by the 

interaction of supply and demand fundamentals. In this 

context, the impact of mining technology which affects the 

production cost structure and thus supply side of the market 

on Bitcoin prices. 

However, the supply of Bitcoins evolves according to a 

publicly known algorithm and the level of demand is not 

fully determined by the fundamentals of the underlying 

economy but also depends on expectations about future price 

movements. This is another reason why we should consider 

other sources of data for predicting bitcoin value. 

In recent times bitcoin prices have risen from $8000 to 

$17000 within two months. Suddenly, this change created a 

buzz about bitcoin in social media, news channels, and 

financial blogs and so on. In this project, we want to 

capitalize on this sudden increase in bitcoin value by 

proposing business model by creating an automated bitcoin 

price prediction and trading system. Another advantage of 

trading bitcoin is that it has very high returns compared to 

conventional financial instruments. In simple words it 

requires minimum investment and maximum returns. 

As explained above bitcoin prices are highly volatile and 

standard economy standards can’t predict its price so we are 

using sentiments of twitter data to predict bitcoin value. 
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In this project basically, we captured real-time streaming 

data every minute from the twitter and coinbase, then send it 

to extract sentiment values and use it as an input feature 

along with bitcoin value to predict value for next minute. For 

getting more accurate predictions we are leveraging AI, by 

implementing ARIMA and LSTM deep learning models. 

The rest of the paper is organized as follows. Section II 

explains the related work; Section III describes the 

methodology; Section IV discusses the implementation 

details; Section V discusses the experimental results and 

Section VI concludes the paper. 

II. RELATED WORK 

Since the inception of bitcoin in 2009, people are interested 

in analyzing its value. But after increasing use of twitter and 

other social media people have done considerable work on 

finding relation between bitcoin value and social media data. 

The Bitcoin represents an important new phenomenon in 

financial markets. Mai et al. [1] examine predictive 

relationships between social media and Bitcoin returns by 

considering the relative effect of different social media 

platforms and the dynamics of the resulting relationships 

using vector autoregressive and vector error correction 

models. 

In the paper Trading on Twitter: Using Social Media 

Sentiment to Predict Stock Returns by Sul et al. [2], 2.5 

million tweets about S&P 500 firms were put through the 

authors own sentiment classifier and compared to the stock 

returns. The results showed that sentiment that disseminates 

through a social network quickly is anticipated to be 

reflected in a stock price on the same trading day, while 

slower spreading sentiment is more likely to be reflected on 

future trading days. Basing a trading strategy on these 

predictions are prospected to yield 11-15% annual gains. 

In their work, Garcia et al. [3] show the interdependence 

between social signals and price in the Bitcoin economy, 

namely a social feedback cycle based on word of mouth 

effect and a user-driven adoption cycle. They provide 

evidence that Bitcoin’s growing popularity causes an 

increasing search volume, which in turn result a higher social 

media activity about Bitcoin. More interest inspires the 

purchase of bitcoins by users, driving the prices up, which 

eventually feeds back on the search volumes. 

The paper Algorithmic Trading of Cryptocurrency Based on 

Twitter Sentiment Analysis by Colianni et al. [4], similarly 

analyzed how tweet sentiment could be used to impact 

investment decisions specifically on Bitcoin. The authors 

used supervised machine learning techniques that yielded a 

final accuracy of above 90% hour-by-hour and day by day. 

The authors point out that the 90% accuracy was mustered 

through robust error analysis on the input data, which on 

average yielded a 25% better accuracy. Colianni et al. 

together with Hutto and Gilbert both mentioned levels of 

noise in their dataset, and the former team got a significant 

reduction in error rates after cleaning their dataset for noise. 

In the Paper Trading on Twitter: Using Social Media 

Sentiment to Predict Stock Returns by Sul et al. [5] , 2.5 

million tweets about S&P 500 firms were put through the 

authors own sentiment classifier and compared to the stock 

returns. The results showed that sentiment that disseminates 

through a social network quickly is anticipated to be 

reflected in a stock price on the same trading day, while 

slower spreading sentiment is more likely to be reflected on 

future trading days. Basing a trading strategy on these 

predictions are prospected to yield 11-15% annual gains. 

In our project we are using twitter data along with machine 

learning and deep learning models to predict value. 

III. METHODOLOGY 

A. Architechture 

 
Figure 1: Architechture Block Diagram 

 

In summary we can divide this model in following parts: 

 

1. Data collection and pre-processing. 

2. Prediction engines – LSTM based DNN and ARIMA. 

3. Results   are   displayed  and automatic alert system 

 

Now let us take a look at each part in detail. 
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B. Data Collection and Pre-processing 

 
Figure 2: Data Collection and Preprocessing 

 

From Figure-2 our data collection and preprocessing 

consist of following steps: 

i) We collected bitcoin price data for every minute 

from Coindesk API. 

ii) We collected Twitter data for every minute from 

Tweepy API using keywords “bitcoin”, “btc”. 

iii) After data collection, we did tokenization, stemming 

and stop words removal on twitter data using nltk 

library. 

iv) Later, we collected sentiment values for both twitter 

by using textblob. 

v) Then, we combined these sentiment values along 

with bitcoin price value to generate feature vector 

for that minute. 

 

From Figure-1 after data preprocessing we feed these 

feature vectors as a time series to our two models – ARIMA 

and LSTM, where actual computation about the predictions 

take place. 

 

Then we plotted several graphs to show our results like 

online bitcoin true vs predicted value graph, true sentiment 

value graph and so on. For implementing these online plots, 

we used tableau online tool and for that we stored all the 

predicted live data into MySQL database. 

 

Then comes the main distinguishing feature of this project - 

implementation of automatic notification alert system using 

Twilio API. In simple words, we can say that these alerts 

notify registered users to buy or sell bitcoins. There exist 

two cases: 

a. If   bitcoin   price   >   some   fixed   threshold   

of difference then it will notify to sell bitcoins. 

b. If   bitcoin   price   <   some   fixed   threshold   

of difference then it will notify to buy bitcoins. 

 

In a nutshell, our system fetches twitter data online every 

minute and predicts the bitcoin value for next minute 

based on sentiments of data using ARIMA and LSTM 

model. We demonstrated comparisons using plots for 

different comparisons. For bitcoin trading we implemented 

automatic notification alert system which notifies user to 

buy or sell bitcoin. 

IV. IMPLEMENTATION 

A. ARIMA 

An autoregressive integrated moving average (ARIMA) 

model is a generalization of an autoregressive moving 

average (ARMA) model. Both of these models are fitted to 

time series data either to better understand the data or to 

predict future points in the series (forecasting). 

ARIMA models are applied in some cases where data show 

evidence of non-stationarity, where an initial differencing 

step (corresponding to the "integrated" part of the model) 

can be applied one or more times to eliminate the non-

stationarity. 

The AR part of ARIMA indicates that the evolving variable 

of interest is regressed on its own lagged (i.e., prior) values. 

The MA part indicates that the regression error is actually a 

linear combination of error terms whose values occurred 

contemporaneously and at various times in the past. The I 

(for "integrated") indicate that the data values have been 

replaced with the difference between their values and the 

previous values (and this differencing process may have 

been performed more than once). The purpose of each of 

these features is to make the model fit the data as well as 

possible. 

Non-seasonal ARIMA models are generally denoted 

ARIMA (p, d, and q) where parameters p, d, and q are 

non-negative integers, 

i) p: The number of lag observations included 

in the model, also called the lag order. 

ii) d: The number of times that the raw 

observations are differences also called 

the degree of differencing. 

iii) q: The size of the moving average 

window, also called the order of moving 

average. 

B. LSTM 

The Long Short-Term Memory recurrent neural network has 

the promise of learning long sequences of observations. 

That’s why in deep learning LSTM seems a perfect match for 

time series forecasting. 

 

Long short-term memory (LSTM) block or network is a 

simple recurrent neural network which can be used as a 

building component or block (of hidden layers) for an 

eventually bigger recurrent neural network. The LSTM block 

is itself a recurrent network because it contains recurrent 
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connections similar to connections in a conventional 

recurrent neural network. 

 

An LSTM block is composed of four main components: a 

cell, an input gate, an output gate and a forget gate. The cell 

is responsible for "remembering" values over arbitrary time 

intervals; hence the word "memory" in LSTM. Found to have 

a greater effect on execution time than accuracy. This may be 

due to the relatively small size of the dataset. 

 

Each of the three gates can be thought of as a "conventional" 

artificial neuron, as in a multi-layer (or feed forward) neural 

network: that is, they compute an activation (using an 

activation function) of a weighted sum. 

 

Intuitively, they can be thought as regulators of the flow of 

values that goes through the connections of the LSTM; hence 

the denotation "gate". 

 

An LSTM is well-suited to classify process and predict time 

series given time lags of unknown size and duration between 

important events. 

 

LSTMs were developed to deal with the exploding and 

vanishing gradient problem when training traditional RNNs. 

Relative insensitivity to gap length gives an advantage to 

LSTM over alternative RNNs, hidden Markov models and 

other sequence learning methods in numerous applications. 

 

C. Implementation Details 

1) ARIMA Implementation: 

Following are the steps for implementing ARIMA in python: 

i) First, plot the data and observe trend if it is non-

stationary then use differencing to make it 

stationary. 

ii) Then, plot the autocorrelation and find lag order 

when autocorrelation is positive and above some 

threshold value say 0.5. 

iii) An ARIMA model can be created using the 

statsmodels library as follows: 

iv) Define the model by calling ARIMA () and passing 

in the p, d, and q parameters. 

v) The model is prepared on the training data by 

calling the fit () function. 

vi) Predictions can be made by calling the predict () 

function and specifying the index of the time or 

times to be predicted. 

vii) Index of the next time step for making a prediction 

would be specified to the prediction function as 

start=101, end=101. 

viii) We also would prefer the forecasted values to be in 

the original scale, in case we performed any 

differencing (d>0 when configuring the model). 

This can be specified by setting the typ argument to 

the value ‘levels’: typ=’levels’. 

ix) We can avoid all of these specifications for predict 

() by using the forecast () function. 

x) A rolling forecast is required given the dependence 

on observations in prior time steps for differencing 

and the AR model. A crude way to perform this 

rolling forecast is to re-create the ARIMA model 

after each new observation is received. We 

manually keep track of all observations in a list 

called history that is seeded with the training data 

and to which new observations are appended each 

iteration. 

 

2) LSTM Implementation: 

We used an LSTM - based sequence to sequence model for 

this purpose. The encoder is a conditional probabilistic 

model; it learns the relation between input feature vectors. 

 

For this purpose we use the following setup: 

 

 
 

Figure 3:LSTM Model Overview 

 

1. Hidden-Dimension of LSTM Encoder/Decoder: 512 

2. Optimizer: Adam 

3. Epochs: 300 

4. Number of LSTM layers: 2 

 

We used Keras with Tensorflow as backend to generate the 

model. 

V. RESULTS AND DISCUSSION 

EXPERIMENT 1 :ARIMA VS LSTM 

In this experiment we observed that for ARIMA model we 

recorded 16.939 root mean squared error. Then we thought 

that this is pretty high and to get better performance we 

implemented LSTM model and got 7.818 root mean squared 

error. 
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Figure 4 :ARIMA Model Output 

 

EXPERIMENT 2:Exploring Lookbacks in LSTM 

Lookback is like Markov chain, it tells us on how many 

previous states the current state depends on. Since we are 

dealing with time-series data - we would be using the past 

time-steps information to predict the next step. For this 

purpose we have done the following experiments and results 

are tabulated. 

TABLE 1: RESULTS 

 

Input Sequence Length RMSE 

Lookback = 1 8.198 

Lookback = 2 7.818 

Lookback = 3 10.519 

Lookback = 2 + 

Sentiment 

7.303 

 

 

 

 
 

Figure 5: LSTM Model Output 

 

VI. CONCLUSION AND FUTURE SCOPE  

In this project based on the results we can conclude that AI 
models with sentiment analysis predicted values which are 
much closer to true value compared to values without 
sentiment. 

Also, based on our experiments we can conclude that deep 
learning approaches such as LSTM model are more accurate 
for forecasting time series than our traditional machine 
learning approach ARIMA.  

Coming to the future works there is lot of scope to expand our 
project in several ways: 

1. Another way is to extract twitter and reddit data based on 
the geographical locations say China or Korea which are 
leaders in the most transactions done for bitcoin. 

2. We can try other information resources like news API or 
financial magazines or blogs for getting more accurate 
predicted value. 

3. Another way which Prof. Lin suggested is that to apply 
this same approach for other crypto currencies like 
lightcoin or ethereum and so on. 
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