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Abstract- Traditional data mining techniques predict frequent itemsets without considering the temporal data. Due to this, 

efficiency of the frequent itemsets mining is not upto the mark on the temporal data. A new extended apriori algorithm 

proposed in this research work handles the time interval while identifying the frequent itemsets. The main objective of this 

research work is to identify patternset in periodic intervals from the temporal data sets. Datasets from UCI data repository is 

subjected to this proposed method.  Experimental results are tabulated and plotted.  The results show improvement over the 

traditional apriori algorithm. 
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I. INRODUCTION 

 

Data Mining is a process of discovering and knowledge 

from large amounts of data. One of the most important 

applications in data mining is analysis of transactional 

data. Data mining is the process of extracting interesting 

information or patterns from large information repositories 

such as: relational database, data warehouses, XML 

repository, etc. In that, Apriori is an algorithm for frequent 

item set mining and association rule learning over 

transactional databases. It proceeds by identifying the 

frequent individual items in the database and extending 

them to large and larger item sets as long as those item sets 

appear sufficiently often in the database. Apriori algorithm 

is a classical algorithm in data mining. It is used for 

mining frequent itemsets and relevant association rules. 

Association rules mainly used to support and confidence of 

the itemset in data repository.  For example, a supermarket 

transactional database, we may have {sugar, milk} bought 

together with support of 20%.It means sugar and milk 

together of all transactions contain of 20%. This 

association rules are straightly forward to generate 

frequent itemsets in the repository datasets. Apriori is used 

for relation to the dataset from the algorithm and 

prediction subset, then to generate the rules. It is not 

considering for the time-stamping in apriori. But in my 

case this time-stamping is one of the major factors of the 

temporal dataset. For example, transactional database of a 

supermarket.  

      Basic concept of frequent items in temporal dataset: In 

this section to describe the data selection and rule 

generation which can be used for Filtering process. A data 

generally from UCI data repository. The data from the 

dataset which can be used to Filtering the data. By this step 

the data can be reduced which means filter the frequent 

items in the data. Usually frequent data can be selected 

from dataset by data selection method.   

      The rest of the paper is as follows. In Section II, we 

discuss some related works in comparison with our work. 

In Section III, the proposed algorithm is presented in 

details. The notion of Time-Stamp is described and the 

essence of a density threshold is illustrated with an 

example. In Section IV, we present the experimental 

evaluation of our algorithms using datasets and give 

analysis on experimental results. In Section V, we 

conclude the paper with some discussions. 

 

II. RELATED WORKS 

 

The objective of the existing algorithm is to find itemset X 

in a contiguous subset of database, where the support of X 

is above the minimum support and the size of the time 

interval is optimal. Also by introducing density threshold, 

validity of the rules are ensured (i.e., excluding time 

intervals which are not densed). Considering time 

hierarchy, our approach toward discovering frequent 

itemsets is to first partition the database into many small 

segments. We use cubes (hypercubes for time hierarchies 

more than three) to show these segments. Candidates that 

have support more than the minimum support in at least 

one TC are considered to be frequent. Neighboring TCs of 

the same itemsets are merged if they are frequent. In the 
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following, we present and explain our algorithm to mine 

frequent itemsets[1]. 

       A relationship between data items in Association Rule 

(AR). Association rule mining (ARM) is a class of 

computing techniques used to discover interesting 

relationships among a set of items by finding itemsets that 

frequently appear together in transactions [2]. The time 

attribute is to discover Temporal Association Rules 

(TARs) in another important utilization. In contrast to the 

traditional association rule, the temporal association rule 

adds a time constraint (it can be a point in time or a time 

range) to the rule to indicate when it holds. The problem is 

finding of the complete set of class association rules that 

satisfies their minimum support and their minimum 

confidence thresholds from a dataset [3]. Given pair of 

confidence and support thresholds, the problem of mining 

association rules is to identify all association rules that 

have confidence and support greater than the 

corresponding minimum support threshold (denoted as min 

supp) and minimum confidence threshold(denoted as min 

conf).  

      Association rule mining algorithms [2] work in two 

steps: 1) generate all frequent itemsets that satisfy 

min_supp and 2) generate all association rules that satisfy 

min_conf  using the frequent itemsets. This problem can 

be reduced to the problem of finding all frequent itemsets 

for the same support threshold [4]. The discovery of 

association relationship among the data in a huge database 

has been known to be useful in selective marketing, 

decision analysis, and business management [10, 11]. 

Association rule mining algorithms [1] work in generate 

all frequent itemsets that satisfy min supp; (2) generate all 

association rules that satisfy min conf using the frequent 

itemsets. The existing model of the constraint based 

association rule mining is not able to efficiently handle the 

time-variant database due to two fundamental problems, 

i.e., (1) lack of consideration of the exhibition period of 

each individual transaction; (2) lack of an intelligent 

support counting basis for each item. However, since 

different transactions have different exhibition periods in a 

time-variant database, only considering the occurrence 

count of each item might not lead to interesting mining 

results [5].  

     The database storing temporal information can be 

named as temporal database. Temporal data reflects the 

development process of things which is of great benefit to 

uncovering the essence of things evolution. Temporal 

association rule mining is to discover the valuable 

relationship among the items in the temporal database. Till 

now, the research and practise of temporal association rule 

mining have been popular, and many literatures have 

reported (H Mannila et al, 1997; Jef Wijsen et al, 1997; 

Sridhar Ramaswamy et al, 1998; Anthony K. H. Tung et 

al, 1999; Juan M.Ale et al, 2000; Sherri K. Harms et al, 

2002; Sherri K.Harms et al, 2004). Here, we propose a 

new algorithm: T-Apriori based on time constraint and try 

to look for a new application of temporal association rule 

mining from a different viewpoint. We develop the 

concept of sequence of ecological events and apply T-

Apriori algorithm to the analysis of ecological phenomena 

generating and vanishing process. The remainder of the 

paper is organized as follows. The concepts of association 

rule mining and temporal association rule mining. The 

temporal association rule mining methodology and T-

Apriori algorithm [6].  

     The problem of mining association rules was first 

explored by [1].Many variants of mining association rules 

are studied to explore more mining capabilities, such as 

incremental updating[2,3],mining of generalized and 

multi-level rules[4],mining associations among correlated 

or infrequent items[5],and temporal association rule 

discovery[6,7].While these are important results toward 

enabling the integration of association mining and fast 

searching algorithms, their mining methods, however 

cannot be effectively applied to the transaction database 

where the exhibition periods of the items are different from 

one to another[7]. 

     Temporal data mining become a core technical data 

processing in dealing with changeable data recently. 

Unlike conventional data mining, temporal data mining 

has its exclusive characteristics. Temporal data mining can 

be classified into temporal schema and similarity. 

Temporal schema mining focuses on time-series schema 

mining, temporal causal relationship mining, and 

association rules mining. The paper focuses on an 

algorithm of association rules mining for temporal data [8]. 

     Association rules was first proposed by [9].In has two 

part, finding frequent itemsets and generating association 

rules. The major and time consuming part of the algorithm 

is discovering frequent itemsets and generating association 

rules is straightforward. In our literature review, we 

consider association rules the same frequent itemset 

mining. Many studies have been done to extend 

association rules in different ways. Classification 

association rule [10, 11], context-based association rule 

[13, 14], negative association rule [12], fuzzy association 

rule [15], generalized association rule [16, 17] are some of 

the research areas in this field. There are several kinds of 

meaningful patterns, when time attribute is considered. We 

aim to review the most relevant researches to our study. 

 

III. MINING FREQUENT ITEMSETS WITH TIME-

STAMP 

 

3.1 Proposed Algorithm for mining frequent itemsets 

The objective of the proposed algorithm is to find the 

itemset in a subset of database, where the support of 

itemset of the dataset is considering their starting date to 

end date for the time-stamp interval. Also introducing the 

density of threshold, then the validity of rules are 
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generated,(i.e. excluding time-stamp which are not 

densed). To filter the data in particular date filter or 

preprocess the date of subset instances. And then date 

attribute to removed from the filtered data. Finally the 

output in the input of Apriori Algorithm and then the 

preprocessed data to generate the rules. 

     In another way of rule generation in my case, using 

CFS with filtering dataset to removed the attributes from 

the dataset of ARFF instances. To filter the data in 

particular time-stamp for the subset of dataset. In that 

attribute to filter the starting date to end date for the time-

stamp interval. To filter the data in particular date filter or 

preprocess the date of subset instances. And then date 

attribute to remove from the filtered data. Finally the 

output in the input of Apriori Algorithm and then the 

preprocessed data to generate the rules. 

 

Algorithm 3.1: Algorithm for mining frequent itemset 

with time-stamp 

Input: 
           Dataset in the format of ARFF or CSV or DB 

Table. 

 Output: 
           Generate association rule. 

 Steps: 
           1. Read the dataset. 

           2. for each itemset do 

           3. Find the timestamp attribute 

           4.         if timestamp is between the starting and 

ending date then  

           5.                      Generate the new dataset 

           6.                      Add the itemset into the new dataset 

           7.        end if 

           8. end for 

           9. Pass the generated new dataset as an input to the 

Apriori Algorithm 

          10. It generates the association rule. 

 

    

Algorithm3 .2: Algorithm for preprocessing dataset of 

mining frequent itemset with time-stamp. 

  

  Input: 

 Dataset in the format of ARFF or CSV or DB 

Table. 

  Output: 

 Generate association rule. 

  Steps: 

 1. Read the dataset. 

 2. Filtered dataset=call FSA (dataset) 

 3. Read the filtered dataset 

 4. for each itemset do 

 5.       Find the timestamp attribute 

 6.                 if timestamp is between the starting 

and ending date then 

 7.                         Include itemset into the new 

dataset 

 8.                 end if 

 9. end for 

10. Pass the new dataset as an input to the Apriori 

Algorithm 

11.Gets the generated association rules. 

 

     Algorithm 3.3: Feature Selection Algorithm 

 Input: 

Feature format of FSA (F1, F2, ……., 

Fk, Fc)  

Output: 

 Sbest  

 Steps: 

  1. begin 

  2. for i = 1 to k do begin 

r = calculate correcoeff (Fi, Fc); 

end; 

  3. let ρ = 0 

  4. for i = 1 to k do begin 

t = calculate signi(r, ρ) for Fi ; 

if t > CV  

Sbest = Slist; 

end; 

  5. return Sbest; 

  6.end 

 

  IV. COMPUTATIONAL STUDY 

 

In this section, the proposed algorithm is 

experimented with chosen data sets.  The performance of 

the algorithm is evaluated with weather data set. 

  

4.1 Nominal Dataset 

A weather dataset is chosen by rather than real 

dataset that controlled the experiment can be validating the 

efficacy of our approach. A temporal dataset and can be 

handled by our algorithm. The program takes the starting 

date and ending date with weather data as inputs and 

randomly distributes data between the starting and ending 

dates. Dataset features such as outlook, temperature, 

humidity, windy, play, and date. 

The Apriori algorithm is used to identify the 

frequent itemset on weather nominal dataset. One of the 

itemset is selected and generates the new itemset in the 

dataset. 

 

4.2 Experiment on Result 

 The dataset is a weather database containing 

transactions made up by 15 items from 1980-01-01 to 

1980-12-01. Then an itemset is chosen as a target solution. 

The main purpose to behind using such a large dataset for 

analysis, in our proposed algorithm is capable of handling 

any frequent itemset for mining problem. 
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 The proposed algorithm is coded by Java 

Programming language and is run on genuine computer 

and we expected results on target solution. In our proposed 

algorithm using java programming and is run in Eclipse 

environment. And the design purpose we used to JGuiD.  

 

4.2.1: Without Filtering Dataset To Generate Association 

Rules Result: 

 The nominal dataset was without preprocessing 

and their using filtering process for the timestamp range. 

And then the filtering process to reduce the original dataset 

using timestamp for date attribute to particularly mention 

their starting and ending date. Then it filter the data and 

then added the new dataset. The new dataset is the input of 

Apriori Algorithm. Finally, the algorithm to generate the 

association rules. 

 

Apriori 

======= 

Minimum support: 0.35 (2 instances) 

Minimum metric <confidence>: 0.9 

Number of cycles performed: 13 

 

Generated sets of large itemsets: 

 

Size of set of large itemsets L(1): 10 

 

Size of set of large itemsets L(2): 22 

 

Size of set of large itemsets L(3): 9 

 

Best rules found: 

 

 1. temperature=mild 3 ==> humidity=high 3    <conf:(1)> 

lift:(1.75) lev:(0.18) [1] conv:(1.29) 

 2. humidity=normal 3 ==> temperature=cool 3    

<conf:(1)> lift:(2.33) lev:(0.24) [1] conv:(1.71) 

 3. temperature=cool 3 ==> humidity=normal 3    

<conf:(1)> lift:(2.33) lev:(0.24) [1] conv:(1.71) 

 4. outlook=overcast 2 ==> play=yes 2    <conf:(1)> 

lift:(1.75) lev:(0.12) [0] conv:(0.86) 

 5. outlook=rainy humidity=high 2 ==> temperature=mild 

2    <conf:(1)> lift:(2.33) lev:(0.16) [1] conv:(1.14) 

 6. outlook=rainy temperature=mild 2 ==> humidity=high 

2    <conf:(1)> lift:(1.75) lev:(0.12) [0] conv:(0.86) 

 7. outlook=rainy humidity=normal 2 ==> 

temperature=cool 2    <conf:(1)> lift:(2.33) lev:(0.16) [1] 

conv:(1.14) 

 8. outlook=rainy temperature=cool 2 ==> 

humidity=normal 2    <conf:(1)> lift:(2.33) lev:(0.16) [1] 

conv:(1.14) 

 9. windy=TRUE play=no 2 ==> outlook=rainy 2    

<conf:(1)> lift:(1.75) lev:(0.12) [0] conv:(0.86) 

10. outlook=rainy play=no 2 ==> windy=TRUE 2    

<conf:(1)> lift:(2.33) lev:(0.16) [1] conv:(1.14) 

4.2.2: With Filtering Dataset To Generate Association 

Rules Result: 

                       The nominal dataset was with preprocessing 

and their using correlation based feature selection to 

filtering dataset. And then the filtering dataset using 

timestamp for date attribute to particularly mention their 

starting and ending date. Then it filter the data and then 

added a new dataset. The new dataset is the input of 

Apriori Algorithm. Finally, the algorithm to generate the 

association rules. 

Apriori 

======= 

Minimum support: 0.35 (2 instances) 

Minimum metric <confidence>: 0.9 

Number of cycles performed: 13 

 

Generated sets of large itemsets: 

 

Size of set of large itemsets L(1): 8 

 

Size of set of large itemsets L(2): 13 

 

Size of set of large itemsets L(3): 5 

 

Best rules found: 

 

 1. temperature=mild 3 ==> humidity=high 3    <conf:(1)> 

lift:(1.75) lev:(0.18) [1] conv:(1.29) 

 2. humidity=normal 3 ==> temperature=cool 3    

<conf:(1)> lift:(2.33) lev:(0.24) [1] conv:(1.71) 

 3. temperature=cool 3 ==> humidity=normal 3    

<conf:(1)> lift:(2.33) lev:(0.24) [1] conv:(1.71) 

 4. temperature=mild windy=FALSE 2 ==> humidity=high 

2    <conf:(1)> lift:(1.75) lev:(0.12) [0] conv:(0.86) 

 5. humidity=high play=no 2 ==> temperature=mild 2    

<conf:(1)> lift:(2.33) lev:(0.16) [1] conv:(1.14) 

 6. temperature=mild play=no 2 ==> humidity=high 2    

<conf:(1)> lift:(1.75) lev:(0.12) [0] conv:(0.86) 

 7. humidity=normal windy=TRUE 2 ==> 

temperature=cool 2    <conf:(1)> lift:(2.33) lev:(0.16) [1] 

conv:(1.14) 

 8. temperature=cool windy=TRUE 2 ==> 

humidity=normal 2    <conf:(1)> lift:(2.33) lev:(0.16) [1] 

conv:(1.14) 

 9. humidity=normal play=yes 2 ==> temperature=cool 2    

<conf:(1)> lift:(2.33) lev:(0.16) [1] conv:(1.14) 

10. temperature=cool play=yes 2 ==> humidity=normal 2    

<conf:(1)> lift:(2.33) lev:(0.16) [1] conv:(1.14) 

 

             Comparison between the performance of the 

algorithm with and without filtering the dataset to generate 

the association rules.   The proposed method generates the 

best rules to find the targeted solution. CFS based filtering 

proves to be the best way to generate association rules.  
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                 Table 4.1 Different Approach Dataset with Result 

 

  Sl. No     Dataset Approach No of 

Itemsets 

                Result (Generated Rules) 

1. Weather 

Nominal Dataset 

Nominal 

Dataset 

without 

Filtering 

process 

15 Best rules found are: 

1.temperature=mild3==>humidity=high 3 <conf:(1)> 

lift:(1.75)lev:(0.18)[1]conv:(1.29) 

2.humidity=normal3==>temperature=cool3  

<conf:(1)>lift:(2.33)lev:(0.24) [1] conv:(1.71) 

 3.temperature=cool 3 ==> humidity=normal 

3<conf:(1)>lift:(2.33)lev:(0.24)[1]conv:(1.71) 

 4.outlook=overcast 2 ==> play=yes 2    

<conf:(1)>lift:(1.75)lev:(0.12) [0] conv:(0.86) 

 5.outlook=rainyhumidity=high 2 ==> 

temperature=mild2<conf:(1)>lift:(2.33) lev:(0.16) [1] 

conv:(1.14) 

 6.outlook=rainy temperature=mild 2 ==> 

humidity=high2<conf:(1)>lift:(1.75) lev:(0.12) [0] 

conv:(0.86) 

 7.outlook=rainy humidity=normal 2 ==> 

temperature=cool2<conf:(1)>lift:(2.33) lev:(0.16) [1] 

conv:(1.14) 

 8.outlook=rainy temperature=cool 2 ==> 

humidity=normal2<conf:(1)>lift:(2.33) lev:(0.16) [1] 

conv:(1.14) 

 9.windy=TRUE play=no 2 ==> 

outlook=rainy2<conf:(1)>lift:(1.75) lev:(0.12) [0] 

conv:(0.86) 

10.outlook=rainy play=no 2 ==> 

windy=TRUE2<conf:(1)>lift:(2.33) lev:(0.16) [1] 

conv:(1.14) 

2. Weather 

Nominal Dataset 

Nominal 

Dataset with 

filtering 

process 

15 Best rules found are: 

1. temperature=mild 3 ==> humidity=high 3    

<conf:(1)> lift:(1.75) lev:(0.18) [1] conv:(1.29) 

 2.humidity=normal 3 ==> temperature=cool 3<conf:(1)> 

lift:(2.33) lev:(0.24) [1] conv:(1.71) 

 3.temperature=cool 3 ==> humidity=normal 3<conf:(1)> 

lift:(2.33) lev:(0.24) [1] conv:(1.71) 

 4.temperature=mild windy=FALSE 2 ==> 

humidity=high2 <conf:(1)> lift:(1.75) lev:(0.12) [0] 

conv:(0.86) 

 5.humidity=high play=no 2 ==> temperature=mild 2    

<conf:(1)> lift:(2.33) lev:(0.16) [1] conv:(1.14) 

 6.temperature=mild play=no 2 ==> humidity=high 2   

<conf:(1)> lift:(1.75) lev:(0.12) [0] conv:(0.86) 

 7.humidity=normal windy=TRUE 2 ==> 

temperature=cool 2    <conf:(1)> lift:(2.33) lev:(0.16) [1] 

conv:(1.14) 

 8.temperature=cool windy=TRUE 2 ==> 

humidity=normal 2    <conf:(1)> lift:(2.33) lev:(0.16) [1] 

conv:(1.14) 

 9.humidity=normal play=yes 2 ==> temperature=cool 2    

<conf:(1)> lift:(2.33) lev:(0.16) [1] conv:(1.14) 

10.temperature=cool play=yes 2 ==> humidity=normal 2    

<conf:(1)> lift:(2.33) lev:(0.16) [1] conv:(1.14) 
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V. CONCLUSION 

 

 In this paper, we proposed an algorithm for 

mining frequent itemsets from the temporal dataset. It 

extracts the frequent itemsets those are in between the 

timestamp interval. In our algorithm comparison between 

the performance of the algorithm with and without filtering 

the dataset to generate the association rules. The proposed 

method generates the rules to find the solution. CFS based 

filtering proves to be the best way to generate association 

rules. We enhanced the algorithm using the preprocessing 

technique namely Correlation-based Feature Selection. 

The proposed method yields better results compared to 

existing methods.  Mining outcome helps in making make 

better decisions. 

 As a future research direction, the proposed 

algorithm can be augmented with information Gain based 

filter method. 
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