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Abstract— There are many incidents of Lung Cancer in the globe. This Cancer is curable if diagnosed early stage, where 

screening plays an important role in prevention of the disease. Computed Tomography (CT) scans can provide medical 

information, but its access is limited in rural areas. Computer-aided diagnosis (CAD) which can assist in screening of cancer 

from medical images can also provide help to doctors in remote areas. Previous studies have promoted and proposed CAD 

based systems for predicting lung cancer. Their findings have laid the foundation of promise lung cancer diagnosis using the 

deep learning approaches. This paper proposes and demonstrates a novel Automated CNN Based Lung Cancer Prediction 

Technique (CNNLCPT), a set of unique steps in image processing for predicting lung cancer from medical CT scans. The 

accuracy of predictions is also demonstrated in the paper. 
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I.  INTRODUCTION  

 

Cancer is a leading cause of death in humans with the disease 

claiming above 8 million deaths in 2015, where 20% of them 

were due to cancerous lungs [1].This type of cancer though 

fatal, can be treated properly when treated early.  Low dose 

computed tomography (LDCT) help in screening lung cancer 

[2] which can be evaluated further with Computed 

Tomography (CT) scan images [3].  Rural populations use 

medical images which are readily available, but suffer from 

low quality. Thus, image processing techniques are used to 

enhance the quality of images, while diseases can be 

predicted from images using data mining techniques. These 

techniques can be implemented in CAD systems for better 

accuracy and efficiency in diagnosis of diseases like lung 

cancer. Radiomics is an approach that analyzes features like 

shape, size, location and texture of pulmonary nodules from 

radiological images. It helps in detection and diagnosis of 

cancerous parts and specifically lung nodules [4]. Figure 1 

depicts Cancer Lung Nodules.  

 
Figure 1. Cancer starting phase 

 

Deep learning technique, Convolutional neural network 

(CNN), has been used effectively in many classification tasks 

and studies have detected outlier information in medical 

images using CNN [5]. Thoracic pathologies were also 

detected from medical images using CNNs in [6]. Thus, 

CNNs are emerging as an alternative approach in healthcare 

to analyze lung nodules and have been successfully applied 

in chest analysis [7, 8, 9]. However, Lung cancer predictions 

using deep learning techniques face one major issue namely 

the sample size which needs to be large. The techniques have 

to be adjusted to a specific and targeted image dataset. The 

availability of lung cancer images is an issue and the datasets 

are far too small for data mining and adjusted results have a 

problem of accuracy. The proposed work attempts to 

overcome this problem by proposing a set of unique steps. 

The proposed scheme called CNNLCPT (CNN Based Lung 

Cancer Prediction Technique) attempts to improve the 

performance of lung cancer prediction using CNNs. Figure 2 

briefly describes the stages in lung cancer prediction using 

imaging techniques. The first step after image acquisition is 

image pre-processing which improves the quality of images 

followed by image segmentation. Features are then extracted 

before the disease is diagnosed using classification 

techniques. Figure 2 depicts the generic processing steps of 

medical image processing.  
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Figure 2. Generic medical image processing steps 

 

II. CNNLCPT  

 

The proposed scheme is a model for lung cancer prediction 

from CT scan images and can be implemented in CAD 

systems. The scheme is explained in this section. Image 

Acquisition is the first step in medical image processing. An 

existing dataset Lung Image Database Consortium (LIDC) 

has been used in this study. Since, lung CT images having 

low noise when compared to other images, CT images were 

taken to test the proposed scheme. The methodology 

followed in CNNLCPT for detecting lung abnormalities from 

CT scan images is pre-processing of images for image 

enhancements, filtering for removal of noises, segmentation 

for separating the lung area in CT scan images and finally 

prediction of abnormalities after extraction of features. The 

CNNLCPT scheme is pictured as Figure 3.   

 
Figure 3. CNNLCPT scheme 

 

III. CNNLCPT IMAGE PREPROCESSING 

 

Image pre-processing is an attempt to make diagnostics using 

images more reasonable by improving the quality of images 

so that the consequential image is better than the original 

image.  

 

A. CNNLCPT gray scale conversion  

Captured raw images when converted into digital form vary 

in their intensities. These color images are converted to gray 

scale for further processing techniques which are dependent 

on them. The intensities range from 0 (black) to 255 (white) 

based on grayness levels. Figure 4 depicts a CNNLCPT 

converted gray scale image 
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Figure 4. CNNLCPT gray scale image 

 

B. CNNLCPT histogram equalization using CLAHE 

Some scanned medical images may result in narrow ranges 

of gray scale and Contrast enhancement is used to increase 

features of interest areas for better visibility without 

distortion and thus increasing the overall image quality. 

Transformation functions are used for highlighting available 

structures [10]. Adaptive Histogram Equalization (AHE) is 

used to compute a pixel’s histogram in a local window and 

then map. It can may result in the amplification of noise or 

artifacts at the edges. A simplification of AHE called 

Contrast limiting AHE (CLAHE) is used for its flexibility in 

selecting the histogram mapping function. It clips 

amplifications and subtracts the background, thus resulting in 

reduced artifacts at the boundaries. CNNLCPT uses CLAHE 

for the aforesaid reasons. Figure 5 depicts CNNLCPT 

Histogram equalization using CLAHE 

 

 
Figure 5. CNNLCPT histogram equalization output 

 

C. CNNLCPT gabor filtering 

Gabor filter is a linear filter that is popular for extracting 

spatially localized spectral features [11]. Figure 6 depicts  

CNNLCPT Gabor Filter Output 

 
Figure 6. CNNLCPT gabor filter output 

 

D. CNNLCPT dilated gradient mask .  

Image objects can be identified with Gradient changes and 

Morphing an image helps in finding gradient in images. 

CNNLCPT uses Dilated Gradient mask for edge detections.  

CNNLCPT Dilated Gradient mask Output is depicted in 

Figure 7. 

 

 
Figure 7. CNNLCPT dilated gradient mask output 

 

E. CNNLCPT Cleared border 

CNNLCPT uses Cleared border to identify high contrast 

objects and segment them in a CT scan image in its 

preprocessing step. Pixels Hamlets formed in the image are 

isolated and a segmented output is obtained. Figure 8 depicts 

CNNLCPT Cleared border Output 
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Figure 8. CNNLCPT cleared border output 

 

IV. CNNLCPT FEATURE EXTRACTION 

 

CNNLCPT extracts relevant texture features from segmented 

CT scan images using gray-level co-occurrence matrix 

(GLCM) which are tabulated using equation (1) 

 

 

                                                  (1)                                                              

 

 

Where a row is i and J the column. A contrast process that 

minimizes intravenous contrasts on non-contrast CT scans in 

CNNLCPT. Variances in images are also addressed in feature 

extraction. Correlation assess the degree and relationship 

between pixels given by equation (2) 

 

             (2) 

 

Where Axy is the pixel intensity at point (x,y) and Bxy is the 

grayscale value at point (x,y). CNNLCPT uses energy and 

dissimilarity measures in images for improved accuracy and 

is given in equation (3) 

 

 

(3) 

 

 

Where I1 and I2 are images xi is the i
th

 region of interest and 

delta the dissimilarity between objects or regions of interest. 

CNNLCPT calculates entropy as the final step in its feature 

extractions. Entropy of a discrete random variable X with a 

probability distribution pX = (p1, . . . , pn) is  defined in 

equation (4) 

 

 (4) 

 

Where 0 log ∞ =0 and the base of the logarithm determines 

the unit.  

CNNLCPT’s feature selection is a crucial component in 

machine learning techniques [12].  This is done to reduce the 

dimensionality and define region for analysis which are then 

extracted. Moreover, CNNLCPT speeds up its execution and 

improves its predictive accuracy with feature extractions. 

Table 1 lists features extracted by CNNLCPT from CT scan 

images of the lungs. The extracted features are then used by 

CNNLCPT for classification of images. Table 1- CNNLCPT 

extracted features from CT scan images of the lungs 

 

Table 1. Feature extraction  
Feature Set 0o 45o 90o 135o 

Contrast 0.194609 0.136549 0.240547 0.119334 

Variance 1.966507 1.954332 1.966507 1.954332 

Correlation 1.559461 1.58283 1.548966 1.59456 

Energy 1.457335 1.471407 1.454274 1.475278 

Entropy 1.815941 1.739614 1.840625 1.721473 

Homogeneity 1.552643 1.564193 1.550544 1.567797 

Dissimilarity 1.4565 1.1298 1.4609 1.0002 

Auto Correlation 1.9949 2.0209 1.9959 2.0373 

 

V. CNNLCPT CLASSIFICATION 

 

CNNLCPT uses CNNs for its classification as it is the most 

popular neural network model for image classifications.  As 

CNNLCPT reduces dimensionality with its feature 

extractions it greatly improves the time it takes to learn as 

well as reduce the amount of data required to train the model. 

The CNN is given enough weights to look at a small patch of 

the image for accuracy. Figure 9 depicts a Convnet.  

 

 
Figure 9. ConvNet 

 

The convolution is a weighted sum of the values in the image 

within a sliding window, thus producing another image of a 
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weighted matrix. Every CNN convolution layer generates 

many alternate convolutions. CNN is used by CNNLCPT 

since the number of parameters is independent of the size of 

the original image. Thus, the output identifies a diseased 

image. Figure 10 and 11 depict CNNLCPT’s convolution 

output and its final prediction.  

 

 
Figure 10. CNNLCPT convolution output 

 

 
Figure 11. CNNLCPT Lung disease prediction output 

 

VI. CONCLUSION AND FUTURE SCOPE  

 

This work has proposed and demonstrated a novel technique, 

CNNLCPT, which is can be implemented in computer aided 

diagnosis (CAD) to detect abnormal lungs in CT scan images. 

This technique comprises of pre-processing, feature 

extraction, feature selection and final classification using a 

CNNs. It can be concluded that CNNLCPT is a viable scheme 

for detecting lung diseases from images using CAD. Further 

scope of this model can be in detecting lung diseases from 

other medical imaging modality images. 
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